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How to Use This Guide

This guide includes detailed information on the switch software, including how to
operate and use the management functions of the switch. To deploy this switch
effectively and ensure trouble-free operation, you should first read the relevant
sections in this guide so that you are familiar with all of its software features.

This guide is for network administrators who are responsible for operating and
maintaining network equipment. The guide assumes a basic working knowledge of
LANs (Local Area Networks), the Internet Protocol (IP), and Simple Network
Management Protocol (SNMP).

This guide provides detailed information about the switch’s key features. It also
describes the switch’s web browser interface. For information on the command line
interface refer to the CLI Reference Guide.

The guide includes these sections:

Section | “Getting Started” — Includes an introduction to switch management,
and the basic settings required to access the management interface.

Section Il “Web Configuration” — Includes all management options available
through the web browser interface.

Section Ill “Appendices” — Includes information on troubleshooting switch
management access.

This guide focuses on switch software configuration through the web browser.

For information on how to manage the switch through the command line interface,
see the following guide:

CLI Reference Guide

Note: For a description of how fo initialize the switch for management access via
the CLI, web interface or SNMP, refer to “Initial Switch Configuration” in the CLI
Reference Guide.




How to Use This Guide

For information on how to install the switch, see the following guide:
Quick Start Guide
For all safety information and regulatory statements, see the following documents:

Quick Start Guide
Safety and Regulatory Information

Conventions The following conventions are used throughout this guide to show information:

Note: Emphasizes important information or calls your attention to related features
or instructions.

& Caution: Alerts you to a potential hazard that could cause loss of data, or
damage the system or equipment.

@ Warning: Alerts you to a potential hazard that could cause personal injury.

Documentation This documentation is provided for general information purposes only. If any
Notice product feature details in this documentation conflict with the product datasheet,
refer to the datasheet for the latest information.

Revision History This section summarizes the changes in each revision of this guide.

Revision Date Change Description

v3.1.6.253 10/2025 Added:
m  "Setting the Craft Port IP Address" on page 70
Modified:

m  "Configuring Remote Logon Authentication Servers" on
page 248

m "Setting Community Access Strings" on page 404

v2.4.8.251 05/2025 Added:
m  "Configuring Router Redundancy" on page 705
m  "Configuring the Routing Information Protocol' on page 717

m  '"Configuring the Open Shortest Path First Protocol (Version
2)" on page 735
"Multicast Routing" on page 758

m  'Layer 3 IGMP (Query used with Multicast Routing)" on
page 587



How to Use This Guide

Revision Date Change Description

v1.1.6.243 10/2024 Initial release




Contents

How to Use This Guide 3
Contents 6
Section | Getting Started 20
Introduction 21
Key Features 21
System Defaults 23
ECS5550 Switch Platform 26
Switch Ports 26
Using the Web Interface 27
Connecting to the Web Interface 27
Navigating the Web Browser Interface 28
Dashboard 28
Configuration Options 30
Panel Display 30
Main Menu 31
Section | Web Configuration 32
Basic Management Tasks 34
Displaying System Information 35
Displaying Hardware/Software Versions 36
Configuring Support for Jumbo Frames 37
Displaying Bridge Extension Capabilities 38
Managing System Files 40
Copying Files via FTP/FTPS/SFTP/TFTP or HTTP 40
Saving the Running Configuration to a Local File 42

_ 6



Contents

Setting the Start-up File 43
Showing System Files 44
Automatic Operation Code Upgrade 45
Setting the System Clock 49
Setting the Time Manually 49
Setting the SNTP Polling Interval 50
Configuring NTP 51
Configuring Time Servers 52
Setting the Time Zone 55
Configuring Summer Time 56
Configuring the Console Port 58
Configuring Telnet Settings 60
Displaying CPU Utilization 62
Configuring CPU Guard 63
Displaying Memory Utilization 64
Resetting the System 65
Using Cloud Management 69
Setting the Craft Port IP Address 70
Interface Configuration 72
Port Configuration 73
Configuring by Port List 73
Configuring by Port Range 75
Displaying Connection Status 75
Showing Port or Trunk Statistics 76
Setting the Hardware Profile 81
Displaying Statistical History 82
Displaying Transceiver Data 86
Configuring Transceiver Thresholds 87
Trunk Configuration 89
Configuring a Static Trunk 90
Configuring a Dynamic Trunk 93
Displaying LACP Port Counters 99
Displaying LACP Settings and Status for the Local Side 100
Displaying LACP Settings and Status for the Remote Side 102



Contents

Configuring Load Balancing
Configuring Local Port Mirroring
Configuring Remote Port Mirroring
Sampling Traffic Flows

Configuring sFlow Receiver Settings

Configuring an sFlow Polling Instance
Traffic Segmentation

Enabling Traffic Segmentation

Configuring Uplink and Downlink Ports
Excluded VLAN
VLAN Trunking

VLAN Configuration
I[EEE 802.1Q VLANs
Configuring VLAN Groups
Adding Static Members to VLANs
Configuring Dynamic VLAN Registration
IEEE 802.1Q Tunneling
Enabling QinQ Tunneling on the Switch
Creating CVLAN to SPVLAN Mapping Entries
Adding an Interface to a QinQ Tunnel
L2PT Tunneling
Configuring the L2PT Tunnel Address
Enabling L2PT for Selected Interfaces
Protocol VLANs
Configuring Protocol VLAN Groups
Mapping Protocol Groups to Interfaces
Configuring IP Subnet VLANs
Configuring MAC-based VLANs
Configuring VLAN Mirroring
Configuring VLAN Translation

6 Address Table Settings

Displaying the Dynamic Address Table
Clearing the Dynamic Address Table

103
105
107
111
112
114
116
116
117
119
121

124
124
128
130
134
138
142
143
145
146
149
149
150
151
152
154
156
158
160

163
163
164



10

Changing the Aging Time
Configuring MAC Address Learning
Setting Static Addresses

Configuring MAC Address Mirroring
Issuing MAC Address Traps

Spanning Tree Algorithm
Overview

Configuring Loopback Detection
Configuring Global Settings for STA
Displaying Global Settings for STA
Configuring Interface Settings for STA
Displaying Interface Settings for STA
Configuring Multiple Spanning Trees
Configuring Interface Settings for MSTP

Congestion Control
Rate Limiting
Storm Control
Automatic Traffic Control
Setting the ATC Timers
Configuring ATC Thresholds and Responses

Class of Service

Layer 2 Queue Settings
Setting the Default Priority for Interfaces
Selecting the Queue Mode
Mapping CoS Values to Egress Queues

Layer 3/4 Priority Settings
Setting Priority Processing to IP Precedence/DSCP or CoS
Mapping Ingress DSCP Values to Internal DSCP Values
Mapping CoS Priorities to Internal DSCP Values
Mapping IP Precedence Values to Internal DSCP Values

Quality of Service
Overview

Configuring a Class Map

—9-

Contents

165
166
167
169
171

173
173
175
177
182
184
188
191
195

198
198
199
201
202
204

207
207
207
208
211
214
214
215
218
220

223
223
224



Contents

11

12

Creating QoS Policies
Attaching a Policy Map to a Port

VolIP Traffic Configuration
Overview

Configuring VolP Traffic
Configuring Telephony OUI
Configuring VolP Traffic Ports

Security Measures
AAA (Authentication, Authorization and Accounting)
Configuring Local/Remote Logon Authentication
Configuring Remote Logon Authentication Servers
Configuring AAA Accounting
Configuring AAA Authorization
Configuring User Accounts
Web Authentication
Configuring Global Settings for Web Authentication
Configuring Interface Settings for Web Authentication
Network Access (MAC Address Authentication)
Configuring Global Settings for Network Access
Configuring Network Access for Ports
Configuring Port Link Detection
Configuring a MAC Address Filter
Displaying Secure MAC Address Information
Configuring HTTPS
Configuring Global Settings for HTTPS
Replacing the Default Secure-site Certificate
Configuring the Secure Shell
Configuring the SSH Server
Generating the Host Key Pair
Importing User Public Keys
Access Control Lists
Showing TCAM Utilization
Setting the ACL Name and Type

- 10 -

228
237

239
239
240
241
242

245
246
247
248
253
260
263
265
266
267
268
270
272
274
275
277
278
278
280
281
283
284
286
288
289
290



Configuring a Standard IPv4 ACL
Configuring an Extended IPv4 ACL
Configuring a Standard IPvé6 ACL
Configuring an Extended IPv6 ACL
Configuring a MAC ACL
Configuring an ARP ACL
Binding a Port to an Access Control List
Showing ACL Hardware Counters
Filtering IP Addresses for Management Access
Configuring Port Security
Configuring 802.1X Port Authentication
Configuring 802.1X Global Settings
Configuring Port Authenticator Settings for 802.1X
Configuring Port Supplicant Settings for 802.1X
Displaying 802.1X Statistics
DoS Protection
DHCP Snooping
DHCP Snooping Global Configuration
DHCP Snooping VLAN Configuration
Configuring Ports for DHCP Snooping
Configuring Port Remote-ID Information
Displaying DHCP Snooping Binding Information
DHCPv6 Snooping
DHCPv6 Snooping Global Configuration
DHCPvé Snooping VLAN Configuration
Configuring Interfaces for DHCPvé Snooping
Displaying DHCPv6 Snooping Binding Information
Displaying DHCPv6 Snooping Statistics
ND Snooping
ND Snooping Global Configuration
ND Snooping VLAN Configuration
Configuring Ports for ND Snooping
Displaying ND Snooping Binding Information
Displaying ND Snooping Prefix Information
IPv4 Source Guard

- 11 -

Contents

292
294
296
297
300
302
304
305
306
309
311
313
314
318
320
323
325
328
330
331
333
334
336
338
340
341
343
344
345
346
347
348
349
350
351



Contents

13

Configuring Ports for IPv4 Source Guard

Configuring Static Bindings for IPv4 Source Guard
Displaying Information for Dynamic IPv4 Source Guard Bindings
IPv6 Source Guard

Configuring Ports for IPvé Source Guard

Configuring Static Bindings for IPvé Source Guard

Displaying Information for Dynamic IPvé Source Guard Bindings
ARP Inspection
Configuring Global Settings for ARP Inspection

Configuring VLAN Settings for ARP Inspection

Configuring Interface Settings for ARP Inspection

Displaying ARP Inspection Statistics
Displaying the ARP Inspection Log

Application Filter

Basic Administration Protocols

Configuring Event Logging

System Log Configuration
Remote Log Configuration

Sending Simple Mail Transfer Protocol Alerts

Link Layer Discovery Protocol

Setting LLDP Timing Attributes

Configuring LLDP Interface Attributes
Configuring LLDP Interface Civic-Address
Displaying LLDP Local Device Information
Displaying LLDP Remote Device Information

Displaying Device Statistics

Simple Network Management Protocol

Configuring Global Settings for SNMP
Setting Community Access Strings
Setting the Local Engine ID

Specifying a Remote Engine 1D

Setting SNMPv3 Views

Configuring SNMPv3 Groups
Configuring Local SNMPv3 Users

- 12 -

351
353
356
357
357
359
362
363
364
366
368
369
370
371

372
373
373
375
377
378
379
381
384
386
390
398
400
403
404
405
406
407
410
414



Configuring Remote SNMPv3 Users
Specifying Trap Managers
Creating SNMP Notification Logs
Showing SNMP Statistics
Remote Monitoring
Configuring RMON Alarms
Configuring RMON Events
Configuring RMON History Samples
Configuring RMON Statistical Samples
Switch Clustering
Configuring General Settings for Clusters
Cluster Member Configuration
Managing Cluster Members
Setting a Time Range
Ethernet Ring Protection Switching
ERPS Global Configuration
ERPS VLAN Group Configuration
ERPS Ring Configuration
ERPS Instance Configuration
ERPS Forced and Manual Mode Operations
MLAG Configuration
MLAG Global Configuration
MLAG Domain Configuration
MLAG Group Configuration
Connectivity Fault Management
Configuring Global Settings for CFM
Configuring Interfaces for CFM
Configuring CFM Maintenance Domains
Configuring CFM Maintenance Associations
Configuring Maintenance End Points
Configuring Remote Maintenance End Points
Transmitting Link Trace Messages
Transmitting Loop Back Messages
Transmitting Delay-Measure Requests

Displaying Local MEPs

- 13 -

Contents

417
420
424
426
428
428
430
432
435
438
439
440
442
443
446
450
451
452
453
468
472
473
474
475
477
481
484
485
490
494
496
498
499
501
503



Contents

Displaying Details for Local MEPs
Displaying Local MIPs
Displaying Remote MEPs
Displaying Details for Remote MEPs
Displaying the Link Trace Cache
Displaying Fault Notification Settings
Displaying Continuity Check Errors
OAM Configuration
Enabling OAM on Local Ports
Displaying Statistics for OAM Messages
Displaying the OAM Event Log
Displaying the Status of Remote Interfaces
Configuring a Remote Loopback Test
Displaying Results of Remote Loopback Testing
UDLD Configuration
Configuring UDLD Protocol Intervals
Configuring UDLD Interface Settings
Displaying UDLD Neighbor Information
LBD Configuration
Configuring Global Settings for LBD
Configuring Interface Settings for LBD
Smart Pair Configuration
Configuring the Smart Pair Global Settings
Configuring Smart Pair Interface Settings
Show the Configured Smart Pair IDs
Display the Configured Smart Pair Port Members and Restore the Traffic

14 Multicast Filtering

Overview

Layer 2 IGMP (Snooping and Query for IPv4)
Configuring IGMP Snooping and Query Parameters
Specifying Static Interfaces for a Multicast Router
Assigning Interfaces to Multicast Services
Setting IGMP Snooping Status per Interface
Filtering IGMP Packets on an Interface

~- 14 -

504
506
507
508
510
512
513
514
514
516
517
518
519
521
522
523
524
526
527
528
529
530
531
531
533
533

534
534
535
537
541
543
545
551



Contents

Displaying Multicast Groups Discovered by IGMP Snooping 552
Displaying IGMP Snooping Statistics 553
Filtering and Throttling IGMP Groups 558
Enabling IGMP Filtering and Throttling 559
Configuring IGMP Filter Profiles 559
Configuring IGMP Filtering and Throttling for Interfaces 562
MLD Snooping (Snooping and Query for IPv6) 563
Configuring MLD Snooping and Query Parameters 564
Setting Immediate Leave Status for MLD Snooping per Interface 566
Specifying Static Interfaces for an IPvé Multicast Router 567
Assigning Interfaces to IPvé Multicast Services 569
Filtering MLD Query Packets on an Interface 571
Showing MLD Snooping Groups and Source List 572
Displaying MLD Snooping Statistics 573
Filtering and Throttling MLD Groups 581
Enabling MLD Filtering and Throttling 582
Configuring MLD Filter Profiles 582
Configuring MLD Filtering and Throttling for Interfaces 585
Layer 3 IGMP (Query used with Multicast Routing) 587
Configuring IGMP Interface Parameters 587
Configuring Static IGMP Group Membership 590
Displaying Multicast Group Information 591
Multicast VLAN Registration for [Pv4 594
Configuring MVR Global Settings 596
Configuring MVR Domain Settings 598
Configuring MVR Group Address Profiles 599
Configuring MVR Interface Status 602
Assigning Static MVR Multicast Groups to Interfaces 604
Displaying MVR Receiver Groups 606
Displaying MVR Statistics 607
Multicast VLAN Registration for IPvé 611
Configuring MVR6 Global Settings 612
Configuring MVR6 Domain Settings 614
Configuring MVR6 Group Address Profiles 615
Configuring MVR6 Interface Status 618

- 15 -



Contents

15

16

17

Assigning Static MVRé Multicast Groups to Interfaces

Displaying MVR6 Receiver Groups
Displaying MVR6 Statistics

IP Tools

Using the Ping Function

Using the Trace Route Function

Address Resolution Protocol
Basic ARP Configuration
Configuring Static ARP Addresses
Displaying Dynamic or Local ARP Entries
Displaying ARP Statistics

IP Configuration

Setting the Switch’s IP Address (IP Version 4)
Configuring IPv4 Interface Settings

Setting the Switch’s IP Address (IP Version 6)
Configuring the IPvé Default Gateway
Configuring IPv6 Interface Settings
Configuring IPvé Neighbor Addresses
Configuring an IPvé Address
Configuring IPv6 ND Prefixes
Showing IPvé Addresses
Showing the IPvé Neighbor Cache
Showing IPvé Statistics
Showing the MTU for Responding Destinations

IP Services

Domain Name Service
Configuring General DNS Service Parameters
Configuring a List of Domain Names
Configuring a List of Name Servers
Configuring Static DNS Host to Address Entries
Displaying the DNS Cache

Multicast Domain Name Service

Dynamic Host Configuration Protocol

- 16 -

620
622
623

628
628
630
631
632
633
635
636

637
637
637
641
641
642
647
648
651
653
654
656
661

662
662
663
664
665
666
667
668
670



18

19

20

Specifying a DHCP Client Identifier
Setting the DHCP Relay Mode
Configuring DHCP L3 Relay Service
Configuring DHCP L2 Relay Service
Enabling DHCP Dynamic Provision
Configuring the DHCP Server
Configuring DHCPv6 Relay
UDP Helper
Enabling the UDP Helper
Specifying UDP Destination Ports
Specifying the Target Server or Subnet
Configuring the PPPoE Intermediate Agent
Configuring PPPoE A Global Settings
Configuring PPPoE IA Interface Settings
Showing PPPoE IA Statistics

General IP Routing
Overview
Initial Configuration
IP Routing and Switching
Routing Path Management
Routing Protocols
Configuring Static Routes
Displaying the Routing Table
Equal-cost Multipath Routing

Configuring Router Redundancy
Configuring VRRP Groups

Displaying VRRP Global Statistics
Displaying VRRP Group Statistics

Unicast Routing

Overview

Configuring the Routing Information Protocol

Configuring General Protocol Settings

Clearing Entries from the Routing Table

- 17 -

Contents

670
672
672
674
676
677
684
687
687
688
689
691
691
692
694

696
696
696
697
698
699
699
700
702

705
706
712
713

716
716
/17
718
721



Contents

Specifying Network Interfaces
Specifying Passive Interfaces
Specifying Static Neighbors
Configuring Route Redistribution
Specifying an Administrative Distance
Configuring Network Interfaces for RIP
Displaying RIP Interface Settings
Displaying Peer Router Information
Resetting RIP Statistics
Configuring the Open Shortest Path First Protocol (Version 2)
Specifying an OSPF Process ID
Adding an NSSA or Stub
Displaying Information on NSSA and Stub Areas
Configuring Area Ranges (Route Summarization for ABRs)
Redistributing External Routes
Configuring Summary Addresses (for External AS Routes)
Configuring OSPF Interfaces
Configuring Virtual Links
Displaying Link State Database Information

Displaying Information on Neighboring Routers

21 Multicast Routing

Overview

Configuring Global Settings for Multicast Routing
Enabling Multicast Routing Globally
Displaying the Multicast Routing Table

Configuring PIM for IPv4
Enabling PIM Globally
Configuring PIM Interface Settings
Displaying PIM Neighbor Information
Configuring Global PIM-SM Settings
Configuring a PIM Static Rendezvous Point

- 18 -

722
723
724
725
727
729
732
733
734
735
736
737
739
740
742
744
745
751
754
756

758
758
760
760
761
765
765
766
769
770
771



Contents

Section Il

Appendices

Software Specifications
Software Features
Management Features
Standards

Management Information Bases

Troubleshooting
Problems Accessing the Management Interface

Using System Logs

License Information
The GNU General Public License

- 19 —

773

774
774
776
776
777

779
779
780

781
781



Section |

Getting Started

This section provides an overview of switch software features, lists key system
defaults, and provides platform-specific information. It also describes how to
access and use the web management interface.

This section includes these chapters:

® "Introduction" on page 21

m  "Using the Web Interface" on page 27
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1 Introduction

This switch provides a broad range of features for Layer 2 switching. It includes a
management agent that allows you to configure the features listed in this guide.
The default configuration can be used for most of the features provided by the
switch. However, there are many options that you should configure to maximize the
switch’s performance for your particular network environment.

Key Features

Some of the switch features are briefly listed in the table below.

Table 1: Key Features

Feature Description

Configuration Backup and  Using management station or FTP/SFTP/TFTP/SCP server
Restore

Authentication Console, Telnet, web — user name/password, RADIUS, TACACS+
Port — IEEE 802.1X, MAC address filtering
SNMP v1/2c - Community strings
SNMP version 3 — MD5 or SHA password
Telnet — SSH
Web — HTTPS

General Security Measures  AAA
ARP inspection
DHCP Snooping (with Option 82 relay information)
DoS Protection
IP Source Guard
PPPoE Intermediate Agent
Port Authentication — IEEE 802.1X
Port Security — MAC address filtering

Access Control Lists Supports up to 1408 ACLs, and a maximum of 1408 rules for an ACL
DHCP/DHCPv6 Client, Relay, Server, Relay Option 82

DNS Client and Proxy service

Port Configuration Speed, duplex mode, and flow control

Port Trunking Supports up to 28 trunks — static or dynamic trunking (LACP)

Port Mirroring 6 sessions, one or more source ports to one analysis port

Congestion Control Rate Limiting

Throttling for broadcast, multicast, unknown unicast storms
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Key Features

Table 1: Key Features (Continued)

Feature

Description

Address Table

IP Version 4 and 6
IEEE 802.1D Bridge

Store-and-Forward
Switching

Spanning Tree Algorithm

Virtual LANs

Traffic Prioritization

Qualify of Service

Link Layer Discovery
Protocol

Switch Clustering
ERPS

IP Routing

Multicast Routing

Router Redundancy

ARP

Multicast Filtering

Connectivity Fault
Management

Remote Device
Management

32K MAC addresses in the forwarding table (shared for L2, multicast,
Router IPv4/IPv6 host entries), 1K static MAC addresses,

8K IPv4 entries in the host table;

8K entries in the ARP cache, 256 static ARP entries;

8K IPv4 entries in routing table, 1K static IP routes, 512 IP interfaces;
4K L2 multicast groups

Supports IPv4 and IPv6 addressing, and management

Supports dynamic data switching and addresses learning

Supported to ensure wire-speed switching while eliminating bad frames
Supports standard STP, Rapid Spanning Tree Protocol (RSTP), and
Multiple Spanning Trees (MSTP)

Up to 4094 using IEEE 802.1Q, port-based, protocol-based,
voice VLANs, and QinQ tunnel

Default port priority, traffic class map, queue scheduling, IP Precedence,
or Differentiated Services Code Point (DSCP)

Supports Differentiated Services (DiffServ)

Used to discover basic information about neighboring devices

Supports up to 36 member switches in a cluster

Supports Ethernet Ring Protection Switching for increased availability of
Ethernet rings (G.8032)

Routing Information Protocol (RIPV2, RIPng*), Open Shortest Path First
(OSPFv2/v3*), Border Gateway Protocol (BGPv4)*, policy-based
routing for BGP*, static routes, Equal-Cost Multipath Routing (ECMP)
Protocol-Independent Multicasting - Sparse Mode (PIM-SM)

Router backup is provided with the Virtual Router Redundancy Protocol
(VRRP)

Static and dynamic address configuration, proxy ARP

Supports IGMP snooping and query for Layer 2 and Multicast VLAN
Registration

Connectivity monitoring using continuity check messages, fault
verification through loop back messages, and fault isolation by
examining end-to-end connections (IEEE 802.1ag)

Supports Ethernet OAM functions for attached CPEs (IEEE 802.3ah)

* These features are only available through the Command Line Interface.
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System Defaults

System Defaults

The switch’s system defaults are provided in the configuration file
“Factory_Default_Config.cfg.” To reset the switch defaults, this file should be set as
the startup configuration file.

The following table lists some of the basic system defaults.

Table 2: System Defaults

Function Parameter Default
Console Port Connection  Baud Rate 115200 bps
Data bits 8
Stop bits 1
Parity none
Local Console Timeout 0 (disabled)

Authentication and Security
Measures

Web Management

Privileged Exec Level
Normal Exec Level

Enable Privileged Exec from
Normal Exec Level
RADIUS Authentication
TACACS+ Authentication
802.1X Port Authentication
Web Authentication

MAC Authentication

PPPoE Intermediate Agent
HTTPS

SSH

Port Security

IP Filtering

DHCP Snooping

IP Source Guard

HTTP Server

HTTP Port Number

HTTP Secure Server

HTTP Secure Server Port
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Username “admin”
Password “admin”

Username “guest”
Password “guest”

Password “super”

Disabled
Disabled
Disabled
Disabled
Disabled
Disabled
Enabled
Disabled
Disabled
Disabled
Disabled
Disabled (all ports)
Enabled
80
Enabled
443
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System Defaults

Table 2: System Defaults (Continued)

Function Parameter Default
SNMP SNMP Agent Enabled
Community Strings None

Port Configuration

Port Trunking

Congestion Control

Address Table

Spanning Tree Algorithm

LLDP
ERPS
OAM
Virtual LANs

Traps

SNMP V3

Admin Status
Auto-negotiation
Flow Control
Static Trunks
LACP (all ports)
Rate Limiting

Storm Control

Auto Traffic Control
Aging Time

Status

Edge Ports
Status

Status

Status
Default VLAN
PVID

Acceptable Frame Type

Ingress Filtering

Switchport Mode (Egress Mode)

GVRP (global)
GVRP (port interface)
QinQ Tunneling

_ 24 _

Authentication traps: enabled
Link-up-down events: enabled

View: defaultview
Group: None

Enabled
Enabled
Disabled
None

Disabled
Disabled

Broadcast: Enabled
(64 kbits/sec)

Multicast: Disabled
Unknown Unicast: Disabled

Disabled
300 seconds

Enabled, RSTP
(Defaults: RSTP standard)

Disabled
Enabled
Disabled
Disabled
1

1

All
Disabled
Hybrid
Disabled
Disabled
Disabled



Table 2: System Defaults (Continued)

Chapter 1 | Introduction
System Defaults

Function Parameter Default
Traffic Prioritization Ingress Port Priority 0
Queuve Mode WRR
Queue Weight Queuve: 01234 5 6 7
Weight: 1 2 4 6 8 10 12 14
Class of Service Enabled
IP Precedence Priority Disabled
IP DSCP Priority Disabled
IP Settings Management VLAN VLAN 1
IP Address 192.168.2.10
Subnet Mask 255.255.255.0

Unicast Routing

Multicast Routing
Router Redundancy

Multicast Filtering

System Log

SMTP Email Alerts
SNTP

Switch Clustering

Default Gateway
DHCP

DNS

BOOTP

ARP

RIP
OSPF
PIMv4
VRRP

IGMP Snooping (Layer 2)

MLD Snooping (Layer 2 IPvé)

Multicast VLAN Registration

IGMP Proxy Reporting
IGMP (Layer 3)

Status

Messages Logged to RAM

Messages Logged to Flash

Event Handler
Clock Synchronization
Status

Commander

Not configured

Client: Disabled

Client/Proxy service: Disabled
Disabled

Enabled
Cache Timeout: 20 minutes
Proxy: Disabled

Disabled
Disabled
Disabled
Disabled

Snooping: Enabled
Querier: Disabled

Snooping: Enabled
Querier: Disabled

Disabled

Enabled

Disabled

Enabled

Levels 0-7 (all)

Levels 0-3

Enabled (but no server defined)
Disabled

Disabled

Disabled
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ECS5550 Switch Platform

ECS5550 Switch Platform

Switch Ports

Some web interface options and parameters vary by switch platform, this section
includes platform-specific information related to the web interface.

All web interface pages that specify physical switch ports, use one or more of the
following parameters for identification:

®  Unit — Stack unit identifier.
®  Port — Physical port number.
®  Trunk ID — The aggregated link (trunk) index.

All switch configuration features in this manual accept the following range of values
for Unit, Port, and Trunk ID, unless otherwise specified.

Table 3: Port Identification Ranges

Switch Model Unit Port Trunk ID
ECS5550-30X Always 1 1-30 1-28
ECS5550-54X Always 1 1-54 1-28
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Using the Web Interface

This switch provides an embedded HTTP web agent. Using a web browser you can
configure the switch and view statistics to monitor network activity. The web agent
can be accessed by any computer on the network using a recent version of a
standard web browser.

Note: You can also use the Command Line Interface (CLI) to manage the switch
over a serial connection to the console port or via Telnet/SSH. For more
information on using the CLI, refer to the CLI Reference Guide.

Connecting to the Web Interface

=)

Prior to accessing the switch from a web browser, be sure you have first performed
the following tasks:

1. The default IP address and subnet mask for the switch is 192.168.2.10 and
255.255.255.0, with no default gateway. If this is not compatible with the
subnet connected to the switch, you can configure it with a valid IP address,
subnet mask, and default gateway. To configure this device as the default
gateway, use the IP > Routing > Static Routes (Add) page, set the destination
address to the required interface, and the next hop to null address 0.0.0.0.

2. Set user names and passwords using an out-of-band serial connection. Access
to the web agent is controlled by the same user names and passwords as the

onboard configuration program. (See “Configuring User Accounts” on
page 263.)

3. After you enter a user name and password, you will have access to the system
configuration program.

Note: You are allowed three attempts to enter the correct password; on the third
failed attempt the current connection is terminated.

Note: If you log into the web interface as guest (Normal Exec level), you can view
the configuration settings or change the guest password. If you log in as “admin”
(Privileged Exec level), you can change the settings on any page.

Note: If the path between your management station and this switch does not pass
through any device that uses the Spanning Tree Algorithm, then you can set the
switch port attached to your management station to fast forwarding (i.e., enable
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Admin Edge Port) to improve the switch’s response time to management commands
issued through the web interface. See “Configuring Interface Settings for STA” on
page 184.

Note: Users are automatically logged off of the HTTP server or HTTPS server if no
input is detected for 600 seconds.

Note: Connection to the web interface is not supported for HTTPS using an IPv6
link local address.

Navigating the Web Browser Interface

Dashboard

To access the web-browser interface you must first enter a user name and
password. The administrator has Read/Write access to all configuration parameters
and statistics. The default user name and password for the administrator is
“admin.” The administrator has full access privileges to configure any parameters
in the web interface. The default user name and password for guest access is
“guest.” The guest only has read access for most configuration parameters. Refer to
“Configuring User Accounts” on page 263 for more details.

When your web browser connects with the switch’s web agent, the Dashboard is
displayed as shown below. The Dashboard displays the main menu on the left side
of the screen and System Information, CPU Utilization, Temperature, and Top 5
Most Active Interfaces on the right side. The main menu links are used to navigate
to other menus, and display configuration parameters and statistics.

Figure 1: Dashboard

Dashboard D D
Switch Information CPU Utilization
. 100%
Switch Model ECS5550-54%
Up Time 0 days, 0 hours, 1 minutes, and 16. 58 s5...
Serial Number EC2349002346

Hardware Version ROEB 50%

Loader Version 1.01
Firmware Version  2.4.6251

0%

15:58:00 15:58:20
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Switch Events Memory Utilization
Used Size - 340,164,608 byles (100%)

Il O: Emergency (0)

Bl 1: Alert (0)

Wl 2: Critical (0)

Il 3: Error (0}

B 4: Waming (0}

Bl 5: Motice (0)

Bl 5: Informational (5) Bl Free Size
Il 7: Debug (0) M Used Size

Recent 5 Event Information Total: 5

Informational 18:22:24 2013-01-04 User{admin/Console), logout.
Informational 18:11:40 2013-01-04 User{admin/Console), login.
Informational 18:11:40 2018-01-04 L i icati
Informational 18:11:31 2013-01-04 Unit 1, main power change fo good.
Informational 18:11:30 2018-01-04 System coldStart notification.

Port Utilization

1%
[ Input
/] Output

0%

Port

Count

Port

LLDP Remote Device Port List Total 0
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Configuration Configurable parameters have a dialog box or a drop-down list. Once a
Options configuration change has been made on a page, be sure to click on the Apply
button to confirm the new setting. The following table summarizes the web page
configuration buttons.

Table 4: Web Page Configuration Buttons

Button Action
Apply Sets specified values to the system.
Revert Cancels specified values and restores current

values prior to pressing “Apply.”
D Saves current settings.
Displays help for the selected page.
Refreshes the current page.
Displays the site map.
Logs out of the management interface.
Sends mail to the vendor.

Links to the vendor’s web site.

ED0B @ O

Panel Display The web agent displays an image of the switch’s ports. The Mode can be set to
display different information for the ports, including Active (i.e., up or down),
Duplex (i.e., half or full duplex), or Flow Control (i.e., with or without flow control).

Figure 2: Front Panel Indicators

ECS55550-54X Link Up. Link Down M Admin Down

[Tole[- L[]
NETWORKS

Note: This guide covers the ECS5550-30X and ECS5550-54X switches. Other
than the difference in the number and type of ports, there are no significant
differences. Therefore, the screen display examples in this manual might be based
on any of the switch models in this series.

Note: You can open a connection to the vendor’s web site by clicking on the
Edgecore logo.
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Main Menu Using the onboard web agent, you can define system parameters, manage and
control the switch, and all its ports, or monitor network conditions. All the features
are available through the web interface main menu.

Figure 3: Main Menu

Dashboard
> Systam
> Interface
> VLAN
> MAC Address
> Spanning Tree
> Traffic
» Security
> Administration
> Tools
> P
> |P Service
> Multicast
» Routing Protocol




Section Il

Web Configuration

This section describes switch configuration features, along with a detailed
description of how to configure each feature using a web browser.

This section includes these chapters:

®  '"Basic Management Tasks" on page 34
m 'Interface Configuration" on page 72

m "VLAN Configuration" on page 124

®  "Address Table Settings" on page 163

®  "Spanning Tree Algorithm" on page 173
m "Congestion Control" on page 198

m  "Class of Service" on page 207

®  "Quality of Service" on page 223

®  "VolP Traffic Configuration" on page 239
m  "Security Measures" on page 245

®  'Basic Administration Protocols" on page 372
®  "Multicast Filtering" on page 534

® "IP Tools" on page 628

m "IP Configuration" on page 637

= "IP Services" on page 662

®m  "General IP Routing" on page 696

m  "Configuring Router Redundancy" on page 705
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®  "Unicast Routing" on page 716

®  "Multicast Routing" on page 758

— 33 -



Basic Management Tasks

This chapter describes the following topics:

Displaying System Information — Provides basic system description, including
contact information.

Displaying Hardware/Software Versions — Shows the hardware version, power
status, and firmware versions

Configuring Support for Jumbo Frames — Enables support for jumbo frames.

Displaying Bridge Extension Capabilities — Shows the bridge extension
parameters.

Managing System Files — Describes how to upgrade operating software or
configuration files, and set the system start-up files.

Setting the System Clock — Sets the current time manually or through specified
NTP or SNTP servers.

Configuring the Console Port — Sets console port connection parameters.
Configuring Telnet Settings — Sets Telnet connection parameters.
Displaying CPU Utilization — Displays information on CPU utilization.

Configuring CPU Guard — Sets thresholds in terms of CPU usage time and
number of packets processed per second.

Displaying Memory Utilization — Shows memory utilization parameters.

Resetting the System — Restarts the switch immediately, at a specified time, after
a specified delay, or at a periodic interval.

Using Cloud Management — Configures the switch to be managed through the
ecCLOUD controller system.

Setting the Craft Port IP Address — Configures an IPv4 address for the switch
Craft port.
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Displaying System Information

Use the System > General page to identify the system by displaying information
such as the device name, location and contact information.

Parameters
These parameters are displayed:

System Description — Brief description of device type.

System Obiject ID — MIB Il object ID for switch’s network management
subsystem.

System Up Time — Length of time the management agent has been up.
System Name — Name assigned to the switch system.
System Location — Specifies the system location.

System Contact — Administrator responsible for the system.

Web Interface

To configure general system information:

1. Click System, General.

2. Specify the system name, location, and contact information for the system
administrator.

3. Click Apply.

Figure 4: System Information

System = General

System Description ECS5550-54X
System Object ID 1.35.1.41.258.10.1.62.101
Sy=tem Up Time 0 days, 0 hours, 41 minutes, and 32. 29 zeconds

System Name | |

System Location | |

System Contact | |

[ appy || Revert |
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Displaying Hardware/Software Versions

Use the System > Switch page to display hardware/firmware version numbers for
the main board and management software, as well as the power status of the
system.

Parameters
The following parameters are displayed:

Main Board Information

Serial Number — The serial number of the switch.

Number of Ports — Number of built-in ports.

Hardware Version — Hardware version of the main board.

Main Power Status — Displays the status of the internal power supply.

Redundant Power Status — Displays the status of the redundant power supply.
Management Software Information

Role — Shows that this switch is operating as Master or Slave.

EPLD Version — Version number of EEPROM Programmable Logic Device.

Loader Version — Version number of loader code.

Linux Kernel Version — Version number of Linux kernel.

Operation Code Version — Version number of runtime code.

Thermal Detector — The thermal detector identification number.

Temperature — Temperature at the thermal detection point.
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Web Interface

To view hardware and software version information.
1. Click System, then Switch.

Figure 5: General Switch Information

System > Switch D Q
Main Board Information
Serial Number EC2349002346
Number of Ports 54
Hardware Version ROB
Main Power Status Down

Management Software Information

Role Master

Loader Version 1.01

Linux Kernel Version 4.14.207-10.23.01
Operation Code Version 2486251

Temperature List Total: 3
1
2
3 28

8B

Configuring Support for Jumbo Frames

Use the System > Capability page to configure support for layer 2 jumbo frames.
The switch provides more efficient throughput for large sequential data transfers by
supporting jumbo frames up to 10240 bytes for Gigabit Ethernet and 10 Gigabit
Ethernet ports or trunks. Compared to standard Ethernet frames that run only up to
1.5 KB, using jumbo frames significantly reduces the per-packet overhead required
to process protocol encapsulation fields.

Usage Guidelines

To use jumbo frames, both the source and destination end nodes (such as a
computer or server) must support this feature. Also, when the connection is
operating at full duplex, all switches in the network between the two end nodes
must be able to accept the extended frame size. And for half-duplex connections,
all devices in the collision domain would need to support jumbo frames.

Parameters
The following parameters are displayed:

®  Jumbo Frame — Configures support for jumbo frames. (Default: Disabled)
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Web Interface
To configure support for jumbo frames:

1. Click System, then Capability.
2. Enable or disable support for jumbo frames.
3. Click Apply.

Figure 6: Configuring Support for Jumbo Frames

System > Capability

General Capability
Jumbo Frame [~ Enabled

Displaying Bridge Extension Capabilities

Use the System > Capability page to display settings based on the Bridge MIB. The
Bridge MIB includes extensions for managed devices that support Multicast
Filtering, Traffic Classes, and Virtual LANs. You can access these extensions to
display default settings for the key variables.

Parameters
The following parameters are displayed:

m  Extended Multicast Filtering Services — This switch does not support the filtering
of individual multicast addresses based on GMRP (GARP Multicast Registration
Protocol).

®  Traffic Classes — This switch provides mapping of user priorities to multiple
traffic classes. (Refer to “Class of Service” on page 207.)

m  Static Entry Individual Port — This switch allows static filtering for unicast and
multicast addresses. (Refer to “Setting Static Addresses” on page 167.)

®  VLAN Version Number — Based on IEEE 802.1Q, “1” indicates Bridges that
support only single spanning tree (SST) operation, and “2” indicates Bridges
that support multiple spanning tree (MST) operation.

m  VLAN Learning — This switch uses Independent VLAN Learning (IVL), where each
port maintains its own filtering database.

®  Local VLAN Capable — This switch does not support multiple local bridges
outside of the scope of 802.1Q defined VLANS.

—~ 38 -



Chapter 3 | Basic Management Tasks
Displaying Bridge Extension Capabilities

m  Configurable PVID Tagging — This switch allows you to override the default Port
VLAN ID (PVID used in frame tags) and egress status (VLAN-Tagged or
Untagged) on each port. (Refer to “VLAN Configuration” on page 124.)

®  Max Supported VLAN Numbers — The maximum number of VLANs supported
on this switch.

B Max Supported VLAN ID — The maximum configurable VLAN identifier
supported on this switch.

Web Interface
To view Bridge Extension information:

1. Click System, then Capability.

Figure 7: Displaying Bridge Extension Configuration

System > Capability

General Capability

Jumbo Frame Enabled

Bridge Extension

Extended Multicast Filtering Services Mo
Traffic Classes Enabled
Static Entry Individual Port Yes

VLAN Version Number 2

VLAN Learning WL
Local VLAN Capable Ne
Configurable PVID Tagging Yes
Max Supported VLAN Numbers 4054
Max Supported VLAN ID 4004

[_opy_|[ Rever
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Managing System Files

This section describes how to upgrade the switch operating software or
configuration files, and set the system start-up files.

Copying Files via Use the System > File (Copy) page to upload/download firmware or configuration
FTP/FTPS/SFTP/TFTP settings using FTP, FTPS, SFTP, TFTP, SCP, or HTTP. By backing up a file to a FTP/
or HTTP FTPS/SFTP/TFTP/SCP server or management station, that file can later be

downloaded to the switch to restore operation. Specify the method of file transfer,
along with the file type and file names as required.

You can also set the switch to use new firmware or configuration settings without

overwriting the current version. Just download the file using a different name from
the current version, and then set the new file as the startup file.

Command Usage

When logging into an FTP/FTPS/SFTP server, the interface prompts for a user
name and password configured on the remote server. Note that “Anonymous”
is set as the default user name.

Secure Shell FTP (SFTP) provides a method of transferring files between two
network devices over an SSH2-secured connection. SFTP functions similar to
Secure Copy (SCP), using SSH for user authentication and data encryption.

Although the underlying premises of SFTP are similar to SCP, it requires some
additional steps to verify the protocol versions and perform security checks.
SFTP connection setup includes verification of the DSS signature, creation of
session keys, creation of client-server and server-client ciphers, SSH key
exchange, and user authentication. An SFTP channel is then opened, the SFTP
protocol version compatibility verified, and SFTP finally initialized.

The reset command will not be accepted during copy operations to flash
memory.

Parameters
The following parameters are displayed:

Copy Type — The firmware copy operation includes these options:
FTP Upload — Copies a file from an FTP server to the switch.
FTP Download — Copies a file from the switch to an FTP server.
FTPS Upload — Copies a file from an FTPS server to the switch.
FTPS Download — Copies a file from the switch to an FTPS server.
HTTP Upload — Copies a file from a management station to the switch.

HTTP Download — Copies a file from the switch to a management station
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SCP Upload — Copies a file from an SCP server to the switch.
SCP Download — Copies a file from the switch to an SCP server.
SFTP Upload — Copies a file from an SFTP server to the switch.
SFTP Download — Copies a file from the switch to an SFTP server.
TFTP Upload — Copies a file from a TFTP server to the switch.
TFTP Download — Copies a file from the switch to a TFTP server.

FTP/FTPS/SFTP/SCP/TFTP Server IP Address — The IP address of an FTP/FTPS/
SFTP/SCP/TFTP server.

User Name — The user name for server access.

Password — The password for server access.

File Type — Specify Operation Code to copy firmware.

File Name — The file name should not contain slashes (\ or /), the leading letfter
of the file name should not be a period (.), and the maximum length for file

names is 32 characters for files on the switch or 127 characters for files on the
server. (Valid characters: A-Z, a-z, 0-9, “.”, “-", " ")

Note: Up to two copies of the system software (i.e., the runtime firmware) can be
stored in the file directory on the switch.

Note: Downloaded operation code files may not be saved by the system if the
code is not compatible with the hardware, or if there is an incompatibility with the
function profile license.

Note: The maximum number of user-defined configuration files is limited only by
available flash memory space.

Note: The file “Factory Default Config.ctg” can be copied to a file server or
management station, but cannot be used as the destination file name on the switch.

Web Interface

To copy firmware files:

1.

2.

Click System, then File.

Select Copy from the Action list.

. Select FTP Upload, HTTP Upload, FTPS, SFTP, SCP, or TFTP Upload as the file

transfer method.

If FTP, FTPS, SFTP, SCP, or TFTP Upload is used, enter the IP address of the file

server.
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Saving the Running
Configuration to a
Local File

9.

If FTP/FTPS/SFTP/SCP Upload is used, enter the user name and password for
your account on the FTP/FTPS/SFTP/SCP server.

Set the file type to Operation Code.
Enter the name of the file to download.
Select a file on the switch to overwrite or specify a new file name.

Then click Apply.

Figure 8: Copy Firmware

System > File

Action: | Copy v |
Copy Type | FTP Upload v |
FTP Server IP Address [192.168.1.19 |
User Name |ec>admin9 |
Password [snsnsnnans |
File Type | Operation Code » |
Source File Name |runtime—cud&.bix |
Destination File Name (® [ ECSs550_V1.07.2.243ix v |
(" aeoty | [ Revert |
If you replaced a file currently used for startup and want to start using the new file,

reboot the system via the System > Reset menu.

Use the System > File (Copy) page to save the current configuration settings to a
local file on the switch. The configuration settings are not automatically saved by
the system for subsequent use when the switch is rebooted. You must save these
seftings to the current startup file, or to another file which can be subsequently set
as the startup file.

Parameters
The following parameters are displayed:

m  Copy Type — The copy operation includes this option:

= Running-Config — Copies the current configuration settings to a local file
on the switch.

m  Destination File Name — Copy to the currently designated startup file, orto a

new file. The file name should not contain slashes (\ or /), the leading letter of
the file name should not be a period (.), and the maximum length for file names
is 32 characters. (Valid characters: A-Z, a-z, 0-9, “.”, “-", “ ")
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Note: The maximum number of user-defined configuration files is limited only by
available flash memory space.

Web Interface
To save the running configuration file:

1. Click System, then File.
2. Select Copy from the Action list.
3. Select Running-Config from the Copy Type list.

4. Select the current startup file on the switch to overwrite or specify a new file
name.

5. Then click Apply.

Figure 9: Saving the Running Configuration

System > File

Action: [Copy ¥
Copy Type IRunning-Cnnﬂg v:
Destination File Name @ :_s_i_aa.'-mp{cf-_g_ B

O

If you replaced a file currently used for startup and want to start using the new file,
reboot the system via the System > Reset menu.

Use the System > File (Set Start-Up) page to specify the firmware or configuration
file to use for system initialization.

Web Interface

To set a file to use for system initialization:

1. Click System, then File.

2. Select Set Start-Up from the Action list.

3. Mark the operation code or configuration file to be used at startup

4. Then click Apply.
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Showing System Files

Figure 10: Setting Start-Up Files

System *> File a

Action: | Set Start-Up v |

File List Total 5

O ECS5550_V1.07.2.243 bix Operation Code N 2024-07-16 07:33:47 38400747
@ ECS5550_V1.1.3.243.bix Operation Code h i 2024-07-15 13:21:27 39401799
O Factory_Default_Config.cfg Config File N 2024-07-11 08:22:53 390
® startup1.cfg Config File Y 2024-07-15 13:23:22 2212
O test.cfg Config File N 2024-07-11 08:45:35 2684

[ apply [ Revert |

To start using the new firmware or configuration settings, reboot the system via the
System > Reset menu.

Use the System > File (Show) page to show the files in the system directory, or to
delete a file.

Note: Files designated for start-up, and the Factory Default Config.cfg file,
cannot be deleted.

Web Interface
To show the system files:

1. Click System, then File.
2. Select Show from the Action list.
3. To delete a file, mark it in the File List and click Delete.

Figure 11: Displaying System Files

System > File a

Action: | Show >

File List Total: 5

D ECS5550_W1.07.2.243.bix Operation Code N 2024-07-16 07:33:47 39400747
ECS5550_V1.1.3.243 bix Operation Code h i 2024-07-1513:21:27 39401799
Factory_Default_Config.cfg Config File N 2024-07-11 08:22:53 390
startup1.cfg Config File h i 2024-07-1513:23:22 2212
D test.cfg Config File N 2024-07-11 08:45:35 2584
| Delete | | Revert |
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Automatic Operation Use the System > File (Automatic Operation Code Upgrade) page to automatically
Code Upgrade download an operation code file when a file newer than the currently installed one
is discovered on the file server. After the file is transferred from the server and
successfully written to the file system, it is automatically set as the startup file, and
the switch is rebooted.

Usage Guidelines
If this feature is enabled, the switch searches the defined URL once during the
bootup sequence.

FTP (port 21) and TFTP (port 69) are both supported. Note that the TCP/UDP
port bindings cannot be modified to support servers listening on non-standard
ports.

The host portion of the upgrade file location URL must be a valid IPv4 IP
address. DNS host names are not recognized. Valid IP addresses consist of four
numbers, O to 255, separated by periods.

The path to the directory must also be defined. If the file is stored in the root
directory for the FTP/TFTP service, then use the “/” to indicate this (e.g., ftp://
192.168.0.1/).

The FTP connection is made with PASY mode enabled. PASV mode is needed to
traverse some fire walls, even if FTP traffic is not blocked. PASV mode cannot

be disabled.

The file name must not be included in the upgrade file location URL. The file
name of the code stored on the remote server must be ECS5550.bix (using
upper case and lower case letters exactly as indicated here). Enter the file name
for other switches described in this manual exactly as shown on the web
interface.

The switch-based search function is case-insensitive in that it will accept a file
name in upper or lower case. However, keep in mind that the file systems of
many operating systems are case-sensitive, meaning that requested file names
must match exactly. Check the documentation for your server’s operating
system if you are unsure of its file system’s behavior.

Note that the switch itself does not distinguish between upper and lower-case
file names, and only checks to see if the file stored on the server is more recent

than the current runtime image.

If two operation code image files are already stored on the switch's file system,
then the non-startup image is deleted before the upgrade image is transferred.

The automatic upgrade process will take place in the background without
impeding normal operations (data switching, etc.) of the switch.

During the automatic search and transfer process, the administrator cannot
transfer or update another operation code image, configuration file, public key,
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or HTTPS certificate (i.e., no other concurrent file management operations are
possible).

The upgrade operation code image is set as the startup image after it has been
successfully written to the file system.

The switch will send an SNMP trap and make a log entry upon all upgrade
successes and failures.

The switch will immediately restart after the upgrade file is successfully written to
the file system and set as the startup image.

Parameters
The following parameters are displayed:

Automatic Opcode Upgrade — Enables the switch to search for an upgraded
operation code file during the switch bootup process. (Default: Disabled)

Automatic Upgrade Location URL — Defines where the switch should search for
the operation code upgrade file. The last character of this URL must be a

forward slash (“/”). The ECS5550.bix filename must not be included since it is
automatically appended by the switch. (Options: ftp, sftp, tfip)

Automatic Opcode Upgrade Reload — Restarts the switch automatically after an
opcode upgrade is completed.

The following syntax must be observed:

thp://host|/filedir]/
thp:// — Defines TFTP protocol for the server connection.

host — Defines the IP address of the TFTP server. Valid IP addresses consist
of four numbers, O to 255, separated by periods. DNS host names are not
recognized.

filedir — Defines the directory, relative to the TFTP server root, where the

upgrade file can be found. Nested directory structures are accepted. The
directory name must be separated from the host, and in nested directory
structures, from the parent directory, with a prepended forward slash “/”.

/ — The forward slash must be the last character of the URL.

ftp://[username|:password@]]host|/filedir]/
ftp:// — Defines FTP protocol for the server connection.

username — Defines the user name for the FTP connection. If the user name
is omitted, then “anonymous” is the assumed user name for the
connection.

password — Defines the password for the FTP connection. To differentiate
the password from the user name and host portions of the URL, a colon ;)
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must precede the password, and an “at” symbol (@), must follow the
password. If the password is omitted, then “” (an empty string) is the
assumed password for the connection.

host — Defines the IP address of the FTP server. Valid IP addresses consist of
four numbers, 0 to 255, separated by periods. DNS host names are not
recognized.

filedir — Defines the directory, relative to the FTP server root, where the

upgrade file can be found. Nested directory structures are accepted. The
directory name must be separated from the host, and in nested directory
structures, from the parent directory, with a prepended forward slash “/”.

/ — The forward slash must be the last character of the URL.
Examples

The following examples demonstrate the URL syntax for a TFTP server at IP
address 192.168.0.1 with the operation code image stored in various
locations:

tftp://192.168.0.1/
The image file is in the TFTP root directory.

tftp://192.168.0.1/switch-opcode/

The image file is in the “switch-opcode” directory, relative to the TFTP root.

tftp://192.168.0.1/switches/opcode/
The image file is in the “opcode” directory, which is within the “switches”

parent directory, relative to the TFTP root.

The following examples demonstrate the URL syntax for an FTP server at IP
address 192.168.0.1 with various user name, password and file location
options presented:

fip://192.168.0.1/

The user name and password are empty, so “anonymous” will be the user
name and the password will be blank. The image file is in the FTP root
directory.

ftp://switches:upgrade@192.168.0.1/

The user name is “switches” and the password is “upgrade”. The image file
is in the FTP roof.
ftp://switches:upgrade@192.168.0.1/switches/opcode/

The user name is “switches” and the password is “upgrade”. The image file
is in the “opcode” directory, which is within the “switches” parent directory,
relative to the FTP root.
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Web Interface
To configure automatic code upgrade:

1. Click System, then File.
2. Select Automatic Operation Code Upgrade from the Action list.
3. Mark the check box to enable Automatic Opcode Upgrade.

4. Enter the URL of the FTP or TFTP server, and the path and directory containing
the operation code.

5. Click Apply.

Figure 12: Configuring Automatic Code Upgrade

System = File

Action: | Automatic Operation Code Upgrade v |

Automatic Opcode Upgrade D Enabled

Automatic Upgrade Location URL |

Automatic Opcode Upgrade Reload D Enabled

Mote: For autematic upgrades, the operation code file name must be set as ECS5550 bix.

[ appty || Revert |

If a new image is found at the specified location, the following type of messages
will be displayed during bootup.

Automatic Upgrade is looking for a new image

New image detected: current version 1.2.1.3; new version 1.2.1.6
Image upgrade in progress

The switch will restart after upgrade succeeds

Downloading new image

Flash programming started

Flash programming completed
The switch will now restart
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Setting the System Clock

Setting the Time
Manually

Simple Network Time Protocol (SNTP) allows the switch to set its internal clock
based on periodic updates from a time server (SNTP or NTP). Maintaining an
accurate time on the switch enables the system log to record meaningful dates and
times for event entries. You can also manually set the clock. If the clock is not set
manually or via SNTP, the switch will only record the time from the factory default
set at the last bootup.

When the SNTP client is enabled, the switch periodically sends a request for a time

update to a configured time server. You can configure up to three time server IP
addresses. The switch will attempt to poll each server in the configured sequence.

Use the System > Time (Configure General - Manual) page to set the system time
on the switch manually without using SNTP.

Parameters
The following parameters are displayed:

Current Time — Shows the current time set on the switch.
Hours — Sets the hour. (Range: 0-23)

Minutes — Sets the minute value. (Range: 0-59)
Seconds — Sets the second value. (Range: 0-59)

Month — Sets the month. (Range: 1-12)

Day — Sets the day of the month. (Range: 1-31)

Year — Sets the year. (Range: 1970-2037)

Web Interface
To manually set the system clock:

1. Click System, then Time.
2. Select Configure General from the Step list.
3. Select Manual from the Maintain Type list.

4. Enter the time and date in the appropriate fields.

5. Click Apply
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Figure 13: Manually Setting the System Clock

System > Time

Step: | 1. Configure General W

Current Time 2018-1-4 19:26:8

Maintain Type
|19 | Hours |26 | Minutes |B |Se-:clnds
[1 | Month [4 |Day  [2018 | Vear

Setting the SNTP  Use the System > Time (Configure General - SNTP) page to set the polling interval
Polling Interval at which the switch will query the specified time servers.

Parameters
The following parameters are displayed:

®  Current Time — Shows the current time set on the switch.

m  SNTP Polling Interval — Sets the interval between sending requests for a time
update from a time server. (Range: 16-16384 seconds; Default: 16 seconds)

Web Interface
To set the polling interval for SNTP:

1. Click System, then Time.

2. Select Configure General from the Step list.
3. Select SNTP from the Maintain Type list.

4. Modify the polling interval if required.

5. Click Apply

Figure 14: Setting the Polling Interval for SNTP

System > Time

Step: | 1. Configure General _:J

Current Time 2014-5-30 9:55:20
Maintain Type ISNTP "l

SNTP Configuration

SNTP Polling Interval (16-16384) |1G sec
Apply | Revert |
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Configuring NTP  Use the System > Time (Configure General - NTP) page to configure NTP
authentication and show the polling interval at which the switch will query the
specified time servers.

Parameters
The following parameters are displayed:

®  Current Time — Shows the current time set on the switch.

®  Authentication Status — Enables authentication for time requests and updates
between the switch and NTP servers. (Default: Disabled)

You can enable NTP authentication to ensure that reliable updates are received
from only authorized NTP servers. The authentication keys and their associated
key number must be centrally managed and manually distributed to NTP
servers and clients. The key numbers and key values must match on both the
server and client.

Web Interface

To set the clock maintenance type to NTP:

1. Click System, then Time.

2. Select Configure General from the Step list.
3. Select NTP from the Maintain Type list.

4. Enable authentication if required.

5. Click Apply

Figure 15: Configuring NTP

System > Time

Step: | 1. Configure General Vl
Current Time 2018-1-4 19:26:8
Maintain Type NTP s

NTP Configuration
Authentication Status []Enabled
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Configuring Use the System > Time (Configure Time Server) pages to specify the IP address for
Time Servers NTP/SNTP time servers, or to set the authentication key for NTP time servers.

Specifying SNTP Time Servers

Use the System > Time (Configure Time Server — Configure SNTP Server) page to
specify the IP address for up to three SNTP time servers.

Parameters
The following parameters are displayed:

m  SNTP Server IP Address / Host Name — Sets the IPv4 address for up to three

time servers. The switch attempts to update the time from the first server, if this
fails it attempts an update from the next server in the sequence.

Web Interface
To set the SNTP time servers:

1. Click System, then Time.

2. Select Configure Time Server from the Step list.
3. Select Configure SNTP Server from the Action list.
4. Enter the IP address of up to three time servers.
5. Click Apply.

Figure 16: Specifying SNTP Time Servers

System > Time

Step: |2. Configure Time Server v| Action: |Conﬁgure SNTP Server v|

SNTP Server IP Address !/ Host Name 1 [10.1.0.18 |
SNTP Server IP Address | Host Name 2 [137.62.140.80 |
SNTP Server IP Address / Host Name 3 [126.250.36.2 |

Specifying NTP Time Servers

Use the System > Time (Configure Time Server — Add NTP Server) page to add the
IP address for up to 50 NTP time servers.

Parameters
The following parameters are displayed:

m  NTP Server IP Address — Sets the IPv4 address for up to three time servers. The
switch will poll the specified time servers for updates when the clock
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maintenance type is set to NTP on the System > Time (Configure General)
page. It issues time synchronization requests at a fixed interval of 1024
seconds. The switch will poll all the time servers configured, the responses
received are filtered and compared to determine the most reliable and
accurate time update for the switch.

®  Version — Specifies the NTP version supported by the server. (Fixed: Version 3)

®  Authentication Key — Specifies the number of the key in the NTP Authentication
Key List to use for authentication with the configured server. NTP authentication
is optional. If enabled on the System > Time (Configure General) page, you

must also configure at least one key on the System > Time (Add NTP
Authentication Key) page. (Range: 1-65533)

Web Interface
To add an NTP time server to the server list:

1. Click System, then Time.
2. Select Configure Time Server from the Step list.

3. Select Add NTP Server from the Action list.

4. Enter the IP address of an NTP time server, and specify the index of the
authentication key it authentication is required.

5. Click Apply.

Figure 17: Adding an NTP Time Server

System > Time

Step: |2. Configure Time Server LI Action: |Add NTP Server ﬂ
NTP Server IP Address 1192.163.3.20

Version 3

Authentication Key (1-65535) IB (optional)

Apply | Revert |

To show the list of configured NTP time servers:
1. Click System, then Time.
2. Select Configure Time Server from the Step list.

3. Select Show NTP Server from the Action list.
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Figure 18: Showing the NTP Time Server List

System > Time QE

Step: [2, Configure Time Server | Action: [Show NTP Server -|

NTP Server List Total: 1

C 192.168.3.20 3 3

Deleltheverll

Specifying NTP Authentication Keys

Use the System > Time (Configure Time Server — Add NTP Authentication Key)
page to add an entry to the authentication key list.

Parameters
The following parameters are displayed:

®  Authentication Key — Specifies the number of the key in the NTP Authentication
Key List to use for authentication with a configured server. NTP authentication is
optional. When enabled on the System > Time (Configure General) page, you
must also configure at least one key on this page. Up to 255 keys can be
configured on the switch. (Range: 1-65535)

m  Key Context — An MD5 authentication key string. The key string can be up to 32
case-sensitive printable ASCII characters (no spaces).

NTP authentication key numbers and values must match on both the server and
client.

Web Interface
To add an entry to NTP authentication key list:

1. Click System, then Time.

2. Select Configure Time Server from the Step list.

3. Select Add NTP Authentication Key from the Action list.

4. Enter the index number and MD5 authentication key string.

5. Click Apply.
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Figure 19: Adding an NTP Authentication Key

System = Time

Step: |2. Configure Time Server:l Action: IAdd NTP Authentication Key :]

Authentication Key (1-65535) [3
Key Context (1-32) iST S07N122103J068173M

Apply I Revert

To show the list of configured NTP authentication keys:

1. Click System, then Time.

2. Select Configure Time Server from the Step list.

3. Select Show NTP Authentication Key from the Action list.

Figure 20: Showing the NTP Authentication Key List

System > Time u

Step: |2. Configure Time Server j Action: [Shuw NTP Authentication Key :[

NTP Authentication Key List Total: 1

] 3 BJOTT4QEE589747D10867F125505062770084708278G1357873NE4TS052113069137L8

ﬂelelall!eveﬂ

Use the System > Time (Configure Time Zone) page to set the time zone. SNTP
uses Coordinated Universal Time (or UTC, formerly Greenwich Mean Time, or
GMT) based on the time at the Earth’s prime meridian, zero degrees longitude,
which passes through Greenwich, England. To display a time corresponding to your
local time, you must indicate the number of hours and minutes your time zone is
east (before) or west (after) of UTC. You can choose one of the 80 predefined time
zone definitions, or your can manually configure the parameters for your local time
zone.

Parameters
The following parameters are displayed:

®  Predefined Configuration — A drop-down box provides access to the 80
predefined time zone configurations. Each choice indicates it's offset from UTC

and lists at least one major city or location covered by the time zone.

m  User-defined Configuration — Allows the user to define all parameters of the
local time zone.

» Direction — Configures the time zone to be before (east of) or after (west of)
UTC.
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»  Name — Assigns a name to the time zone. (Range: 1-30 characters)

»  Hours (0-13) — The number of hours before or after UTC. The maximum
value before UTC is 12. The maximum value after UTC is 13.

= Minutes (0-59) — The number of minutes before/after UTC.

Web Interface

To set your local time zone:

1. Click System, then Time.

2. Select Configure Time Zone from the Step list.

3. Set the offset for your time zone relative to the UTC in hours and minutes.
4. Click Apply.

Figure 21: Setting the Time Zone

System > Time

Step: | 3. Configure Time Zone ¥

Predefined Configuration

# User Defined Configuration
Direction After UTC v
Hame uTC
Hours (0-13) 0
Minutes (0-59) 0

Mote: The maximum value before UTC is 12:00.

The maximum value after UTC is 1300,

| Apply || Revert

Configuring Use the Summer Time page to set the system clock forward during the summer
Summer Time months (also known as daylight savings time).

In some countries or regions, clocks are adjusted through the summer months so
that afternoons have more daylight and mornings have less. This is known as
Summer Time, or Daylight Savings Time (DST). Typically, clocks are adjusted
forward one hour at the start of spring and then adjusted backward in autumn.

Parameters
The following parameters are displayed in the web inferface:

General Configuration

®  Summer Time in Effect — Shows if the system time has been adjusted.
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Status — Shows if summer time is set to take effect during the specified period.

Name — Name of the time zone while summer time is in effect, usually an
acronym. (Range: 1-30 characters)

Mode — Selects one of the following configuration modes. (The Mode option
can only be managed when the Summer Time Status option has been set to
enabled for the switch.)

Predefined Mode — Configures the summer time status and settings for the switch
using predefined configurations for several major regions of the world. To specify
the time corresponding to your local time when summer time is in effect, select the
predefined summer-time zone appropriate for your location.

Table 5: Predefined Summer-Time Parameters

Region Start Time, Day, Week, & Month End Time, Day, Week, & Month Rel.
Offset

Australia 00:00:00, Sunday, Week 5 of 23:59:59, Sunday, Week 5 of March 60 min
October

Europe 00:00:00, Sunday, Week 5 of 23:59:59, Sunday, Week 5 of 60 min
March October

New 00:00:00, Sunday, Week 1 of 23:59:59, Sunday, Week 3 of March 60 min

Zealand October

USA 02:00:00, Sunday, Week 2 of 02:00:00, Sunday, Week 1 of 60 min
March November

Date Mode — Sets the start, end, and offset times of summer time for the switch on
a one-time basis. This mode sets the summer-time zone relative to the currently
configured time zone. To specify a time corresponding to your local time when
summer time is in effect, you must indicate the number of minutes your summer-
time zone deviates from your regular time zone.

Offset — Summer-time offset from the regular time zone, in minutes.
(Range: 1-120 minutes)

From — Start time for summer-time offset.

To — End time for summer-time offset.
Recurring Mode — Sets the start, end, and offset times of summer time for the switch
on a recurring basis. This mode sets the summer-time zone relative to the currently
configured time zone. To specify a time corresponding to your local time when

summer time is in effect, you must indicate the number of minutes your summer-
time zone deviates from your regular time zone.

Offset — Summer-time offset from the regular time zone, in minutes.
(Range: 1-120 minutes)

From — Start time for summer-time offset.

To — End time for summer-time offset.

_ 57 _



Chapter 3 | Basic Management Tasks

Configuring the Console Port

Web Interface
To specify summer time settings:

1. Click SNTP, Summer Time.

2.

Select one of the configuration modes, configure the relevant attributes, enable
summer time status.
3. Click Apply.

Figure 22: Configuring Summer Time

System = Time

Step: | 4. Configure Summer Time ¥

Summer Time in Effect Mo

Status Enakled
Hame
Mode

Predefined ¥

Predefined Mode Configuration
Daylight Savings

Australia v

| Apply | Rewvert

Configuring the Console Port

Use the System > Console menu to configure connection parameters for the
switch’s console port. You can access the onboard configuration program by
attaching a VT100 compatible device to the switch’s serial console port.
Management access through the console port is controlled by various parameters,
including a password (only configurable through the CLI), time outs, and basic
communication settings. Note that these parameters can be configured via the web
or Cll interface.

Parameters
The following parameters are displayed:

B Login Timeout — Sets the interval that the system waits for a user to log into the
CLI. If a login attempt is not detected within the timeout interval, the connection
is terminated for the session. (Range: 10-300 seconds; Default: 300 seconds)

u  Exec Timeout — Sefs the interval that the system waits until user input is detected.
If user input is not detected within the timeout interval, the current session is
terminated. (Range: 60-65535 seconds; Default: 600 seconds)

®  Password Threshold — Sets the password intrusion threshold, which limits the

number of failed logon aftempts. When the logon attempt threshold is reached,
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the system interface becomes silent for a specified amount of time (set by the
Silent Time parameter) before allowing the next logon aftempt.
(Range: 1-120; Default: 3 attempts)

Silent Time — Sets the amount of time the management console is inaccessible

after the number of unsuccessful logon attempts has been exceeded.
(Range: 1-65535 seconds; Default: Disabled)

Data Bits — Sets the number of data bits per character that are interpreted and
generated by the console port. If parity is being generated, specify 7 data bits

per character. If no parity is required, specify 8 data bits per character.
(Default: 8 bits)

Stop Bits — Sets the number of the stop bits transmitted per byte.
(Range: 1-2; Default: 1 stop bit)

Parity — Defines the generation of a parity bit. Communication protocols
provided by some terminals can require a specific parity bit setting. Specify
Even, Odd, or None. (Default: None)

Speed — Sets the terminal line’s baud rate for transmit (to terminal) and receive
(from terminal). Set the speed to match the baud rate of the device connected
to the serial port. (Range: 9600, 19200, 38400, 57600, or 115200 baud;
Default: 115200 baud)

Note: The password for the console connection can only be configured through
the CLI (see the “password” command in the CLI Reference Guide).

Note: Password checking can be enabled or disabled for logging in to the console
connection (see the “login” command in the CLI Reference Guide). You can select
authentication by a single global password as configured for the password
command, or by passwords set up for specific user-name accounts. The default is
for local passwords configured on the switch.

Web Interface
To configure parameters for the console port:

1. Click System, then Console.

2. Specify the connection parameters as required.

3. Click Apply
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Figure 23: Console Port Settings

System > Console

Exec Timeout (60-65535) 4 |600 sec

Login Timeout (10-300) 300 sec

Password Threshold (1-120) v |3

Silent Time (1-65535) C[ I se
Data Bits [e=]

Stop Bits [1=]

Parity [None =]

Speed m baud

Apply | Revert |

Configuring Telnet Settings

Use the System > Telnet menu to configure parameters for accessing the CLI over a
Telnet connection. You can access the onboard configuration program over the
network using Telnet (i.e., a virtual terminal). Management access via Telnet can be
enabled/disabled and other parameters set, including the TCP port number, time
outs, and a password. Note that the password is only configurable through the
CLl) These parameters can be configured via the web or CLI interface.

Parameters
The following parameters are displayed:

Telnet Status — Enables or disables Telnet access to the switch.
(Default: Enabled)

TCP Port — Sets the TCP port number for Telnet on the switch. (Range: 1-65535;
Default: 23)

Max Sessions — Sets the maximum number of Telnet sessions that can
simultaneously connect to this system. (Range: 0-8; Default: 8)

A maximum of eight sessions can be concurrently opened for Telnet and Secure
Shell (i.e., both Telnet and SSH share a maximum number of eight sessions).

Login Timeout — Sets the interval that the system waits for a user to log into the
CLI. If a login attempt is not detected within the timeout interval, the connection
is terminated for the session. (Range: 10-300 seconds; Default: 300 seconds)

Exec Timeout — Sets the interval that the system waits until user input is detected.

If user input is not detected within the timeout interval, the current session is
terminated. (Range: 60-65535 seconds; Default: 600 seconds)
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®  Password Threshold — Sets the password intrusion threshold, which limits the
number of failed logon attempts. When the logon attempt threshold is reached,
the system interface becomes silent for a specified amount of time (set by the
Silent Time parameter) before allowing the next logon attempt.
(Range: 1-120; Default: 3 attempts)

m  Silent Time — Sets the amount of time the management interface is inaccessible
after the number of unsuccessful logon attempts has been exceeded.
(Range: 1-65535 seconds; Default: Disabled)

Note: The password for the Telnet connection can only be configured through the
CLl (see the “password” command in the CLI Reference Guide).

Note: Password checking can be enabled or disabled for login to the console
connection (see the “login” command in the CLI Reference Guide). You can select
authentication by a single global password as configured for the password
command, or by passwords set up for specific user-name accounts. The default is
for local passwords configured on the switch.

Web Interface

To configure parameters for the console port:

1. Click System, then Telnet.

2. Specify the connection parameters as required.
3. Click Apply

Figure 24: Telnet Connection Settings

System > Telnet
Telnet Status [¥ Enabled
TCP Port (1-65535) 123
Max Sessions (0-8) 18
Login Timeout (10-300) 300 Sec
Exec Timeout (60-65535) 600 SEC
Password Threshold (1-120) 2 |3
Silent Time (1-65535) (Il I sec
Apply Revert I
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Displaying CPU Utilization
Use the System > CPU Utilization page to display information on CPU utilization.

Parameters
The following parameters are displayed:

® Time Interval — The interval at which to update the displayed utilization rate.
(Options: 1, 5, 10, 30, 60 seconds; Default: 1 second)

m  CPU Utilization — CPU utilization over specified interval.

Web Interface
To display CPU utilization:

1. Click System, then CPU Utilization.

2. Change the update interval if required. Note that the interval is changed as
soon as a new setting is selected.

Figure 25: Displaying CPU Utilization

System > CPU Utilization

Time Interval | 1 = | zec Clear

: CPU Utilization: 4.391 (%)
(%)

100

90

a0
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20
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Configuring CPU Guard

Use the System > CPU Guard page to set the CPU utilization high and low
watermarks in percentage of CPU time utilized and the CPU high and low
thresholds in the number of packets being processed per second.

Parameters
The following parameters are displayed:

CPU Guard Status — Enables CPU Guard. (Default: Disabled)

High Watermark — If the percentage of CPU usage time is higher than the high-
watermark, the switch stops packet flow to the CPU (allowing it to catch up with
packets already in the buffer) until usage time falls below the low watermark.

(Range: 40-100 %; Default: 90 %)

Low Watermark — If packet flow has been stopped after exceeding the high

watermark, normal flow will be restored after Osage falls beneath the low
watermark. (Range: 40-100 %; Default: 70 %)

Maximum Threshold — If the number of packets being processed by the CPU is
higher than the maximum threshold, the switch stops packet flow to the CPU
(allowing it to catch up with packets already in the buffer) until the number of
packets being processed falls below the minimum threshold. (Range: 50-300
pps; Default: 300 pps)

Minimum Threshold — If packet flow has been stopped after exceeding the
maximum threshold, normal flow will be restored after usage falls beneath the
minimum threshold. (Range: 50-300 pps; Default: 50 pps)

Trap Status — If enabled, an alarm message will be generated when utilization
exceeds the high watermark or exceeds the maximum threshold.
(Default: Disabled)

Once the high watermark is exceeded, utilization must drop beneath the low
watermark before the alarm is terminated, and then exceed the high watermark
again before another alarm is triggered.

Once the maximum threshold is exceeded, utilization must drop beneath the
minimum threshold before the alarm is terminated, and then exceed the
maximum threshold again before another alarm is triggered.

Current Threshold — Shows the configured threshold in packets per second.
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Web Interface
To configure CPU Guard:

1. Click System, CPU Guard.

2. Set CPU guard status, configure the watermarks or threshold parameter, enable
traps if required.

3. Click Apply.

Figure 26: Configuring CPU Guard

System > CPU Guard G G
CPU Guard Status Enabled
High Watermark (40-100) =i %
Low Watermark (40-100) To %
Maximum Thresheld (50-300) 300 packetsisec
Minimum Threshold (50-300) 50 packetsisec
Trap Status Enabled
Current Threshold 300 packets/sec
Apply Revert

Displaying Memory Utilization

Use the System > Memory Status page to display memory utilization parameters.

Parameters
The following parameters are displayed:

®  Free Size — The amount of memory currently free for use.
m  Used Size — The amount of memory allocated to active processes.

®  Total — The total amount of system memory.
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Web Interface

To display memory utilization:

1.

Click System, then Memory Status.

Figure 27: Displaying Memory Utilization

System > Memory Status

Memory Status

Free Size 45,416 445 bytes 16%
Used Size 223,018,005 bytes 54%
Total 268 435 456 bytes

Resetting the System

Use the System > Reset menu to restart the switch immediately, at a specified time,
after a specified delay, or at a periodic interval.

Command Usage

®  This command resets the entire system.

®  When the system is restarted, it will always run the Power-On Self-Test. It will
also retain all configuration information stored in non-volatile memory. (See
“Saving the Running Configuration to a Local File” on page 42).

Parameters

The following parameters are displayed:

System Reload Information

Reload Settings — Displays information on the next scheduled reload and
selected reload mode as shown in the following example:

“The switch will be rebooted at March 9 12:00:00 2012. Remaining
Time: O days, 2 hours, 46 minutes, 5 seconds.
Reloading switch regularly time: 12:00 everyday.”

Refresh — Refreshes reload information. Changes made through the console or
to system time may need to be refreshed to display the current settings.

Cancel — Cancels the current settings shown in this field.

System Reload Configuration

Reset Mode — Restarts the switch immediately or at the specified time(s).

» Immediately — Restarts the system immediately.
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In — Specifies an interval after which to reload the switch. (The specified
time must be equal to or less than 24 days.)

hours — The number of hours, combined with the minutes, before the
switch resets. (Range: 0-576)

minutes — The number of minutes, combined with the hours, before the
switch resets. (Range: 0-34560)

At — Specifies a time at which to reload the switch.

DD - The day of the month at which to reload. (Range: 01-31)

MM - The month at which to reload. (Range: 01-12)

YYYY - The year at which to reload. (Range: 1970-2037)

HH - The hour at which to reload. (Range: 00-23)

MM - The minute at which to reload. (Range: 00-59)
Regularly — Specifies a periodic interval at which to reload the switch.
Time

HH - The hour at which to reload. (Range: 00-23)

MM - The minute at which to reload. (Range: 00-59)

Period
Daily - Every day.

Weekly - Day of the week at which to reload.
(Range: Sunday ... Saturday)

Monthly - Day of the month at which to reload. (Range: 1-31)

Web Interface

To restart the switch:
1. Click System, then Reset.
2. Select the required reset mode.

3. For any option other than to reset immediately, fill in the required parameters

4. Click Apply.
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5. When prompted, confirm that you want reset the switch.

Figure 28: Restarting the Switch (Immediately)

System > Reset

System Reload Information:
No configured settings for reloading.

System Reload Configuration:

Reset Mode | Immediately v

Revert

Message from webpage

\ ? ) Do you want to reset the switch immediately?

[ ok ][ concel |

Figure 29: Restarting the Switch (In)

System > Reset

System Reload Information:

The switch will be rebooted at Jan 1 02:54:25 2001. Remaining Time: 0 days, 1 hours, 10 minutes, 0 seconds.
Reloading switch in time: S hours 26 minutes.
Reloading switch regularity time: 11:20 everyday.

Refresh | cancel |

System Reload Configuration:

Reset Mode |in VI

Reload switch in [1 hours |30 minutes.

Note: The specified time must be equal to or less than 24 days.

Apply | Revert |
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Figure 30: Restarting the Switch (At)

System > Reset

System Reload Information:
The switch will be rebooted at Jan 1 02:54:25 2001. Remaining Time: 0 days, 1 hours, 10 minutes, 0 seconds.
Reloading switch in time: 5 hours 26 minutes.
Reloading switch regularity time: 11:20 everyday.

Refresh Cancel

System Reload Configuration:

Reset Mode At ¥

Reload switch at |19.F1 072009 (DD/MMMAYYYY) |05:00 (HH:MM)

Warning: You have to setup system time first. Otherwise this function won't work.

Figure 31: Restarting the Switch (Regularly)

System > Reset

System Reload Information:
No configured settings for reloading.

System Reload Configuration:
ResetMode |Regularly :|
Time 05:30 | (HH:MM)

Period ® Daly
O Weekly
() Monthly

Warning: You have to setup system time first. Otherwise this function won't work.
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Using Cloud Management

Use the System > Cloud Manage page to enable the cloud management agent on
the switch.

The Edgecore ecCLOUD Controller is a cloud-based network service available
from anywhere through a web-browser interface. The switch can be managed by
the ecCLOUD controller once you have set up an account and registered the
device on the system.

By default, the cloud management agent is disabled on the switch. Setting the

cloud management agent to enabled allows the switch to be managed through the
ecCLOUD system after the next reboot.

Parameters
The following parameters are displayed:

®  Enable Agent — Enables the switch to be managed through the ecCLOUD
controller.

m  Registration URL — Displays the configured cloud registration URL. The URL is
read-only in the web interface and can only be configured through the CLI.

Web Interface
To configure the switch for cloud management:

1. Click System, then Cloud Manage.

2. Click the Enable Agent checkbox.

3. Click Apply.

4. Reset the switch fo initiate communications with the ecCLOUD controller.

Figure 32: Configuring the Switch for Cloud Management

System = Cloud Manage

Enable agent [/|Enabled

Registration URL hitps-ifregsve. ignitenet. comfregister

Mote: The Registration URL cannot change in GUL
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Setting the Craft Port IP Address

The Craft port is dedicated for out-of-band management. In general, the Craft port
should be used to manage the switch for security reasons. Traffic on this port is
segregated from normal network traffic on other switch ports and cannot be
switched or routed to the operational network. Additionally, if the operational
network is experiencing problems, the Craft port still allows you to access the
switch’s management interface and troubleshoot network problems.

Use the System > Craft IP page to configure an IP address for the Craft port.

Parameters
The following parameters are displayed:

® [P Address — IPv4 Address of the Craft port. Valid IP addresses consist of four
numbers, O to 255, separated by periods. (Default: None)

®  Subnet Mask — This mask identifies the host address bits used for routing to
specific subnets. (Default: None).

Web Interface
To configure the switch for cloud management:

1. Click System, then Craft IP.
2. Set the IP address and mask for the Craft port.
3. Click Apply.

Figure 33: Configuring the Craft IP Address

System = Craft Ip

Action: | Add W

IP Address [ |

Subnet Mask | |
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To show the Craft port setting:
1. Click System, then Craft IP.
2. Select Show from the Action list.

Figure 34: Displaying the Craft IP Address
System > Craft Ip G i

Action:

System Craft Ip Table Total: 1

O 192.168.1.1 2552552550

Deete
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This chapter describes the following topics:

Port Configuration — Configures connection settings, including auto-
negotiation, or manual setting of speed, duplex mode, and flow control.

Displaying Statistics — Shows Interface, Etherlike, and RMON port statistics in
table or chart form.

Setting the Hardware Profile — Configures 100G ports for 1x100G, 4x25G,
1x40G, or 4x10G operation.

Displaying Statistical History — Displays statistical history for the specified
interfaces.

Displaying Transceiver Data — Displays identifying information, and operational
parameters for optical transceivers which support DDM.

Configuring Transceiver Thresholds — Configures thresholds for alarm and
warning messages for optical transceivers which support DDM.

Trunk Configuration — Configures static or dynamic trunks.

Local Port Mirroring — Sets the source and target ports for mirroring on the local
switch.

Remote Port Mirroring — Configures mirroring of traffic from remote switches for
analysis at a destination port on the local switch.

Flow Sampling — Configures periodic sampling of traffic flows.

Traffic Segmentation — Configures the uplinks and down links to a segmented
group of ports.

Excluded VLAN — Configures excluded VLAN sessions.

VLAN Trunking — Configures a tunnel across one or more intermediate switches
which pass traffic for VLAN groups to which they do not belong.
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Port Configuration

Configuring by
Port List

This section describes how to configure port connections and mirror traffic from
one port to another.

Use the Interface > Port > General (Configure by Port List) page to enable/disable
an interface, set auto-negotiation and the interface capabilities to advertise, or
manually fix the speed, duplex mode, and flow control.

Command Usage
The Speed/Duplex mode is fixed at 1000full for Gigabit transceivers, 10Gfull for
10 Gigabit transceivers, 40Gfull for 40 Gigabit transceivers, and 100Gfull for 100

Gigabit transceivers.

Note: Auto-negotiation is not supported for SFP/SFP+/QSFP+/QSFP28
transceivers.

Parameters
These parameters are displayed:

Port — Port identifier.

Type — Indicates the port type. (10GBASE SFP+, 100GBASE QSFP)

Name — Allows you to label an interface. (Range: 1-128 characters)

Admin — Allows you to manually disable an interface. You can disable an
interface due to abnormal behavior (e.g., excessive collisions), and then re-
enable it after the problem has been resolved. You may also disable an
interface for security reasons. (Default: Enabled)

Media Type — Configures the forced transceiver mode for SFP+/QSFP28 ports.

None - Forced transceiver mode is not used for SFP+/QSFP28 ports.

SFP-Forced TOOOSFP - Always uses the SFP+ port at 1000 Mbps, Full
Duplex.

SFP-Forced 2500SFP - Always uses the SFP+ port at 2500 Mbps, Full
Duplex.

SFP-Forced TOGSFP - Always uses the SFP+ port at 10 Gbps, Full Duplex.

SFP-Forced 40GQSFP - Always uses the QSFP28 port at 40 Gbps, Full
Duplex.
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u  SFP-Forced T00GQSFP - Always uses the QSFP28 port at 100 Gbps, Full
Duplex.

m  Speed/Duplex — Displays the port speed and duplex mode. (1000full, 25001ull,
10Gfull, 40GHtull, or TO0GHUI)

®  Flow Control — Enables flow control on the port. (Default: Disabled)

m  Reset Configuration — Restores all configuration on an interface to default
settings.

Web Interface
To configure port connection parameters:

1. Click Interface, Port, General.

2. Select Configure by Port List from the Action List.
3. Modify the required interface settings.

4. Click Apply.

Figure 35: Configuring Connections by Port List

Interface = Port = General a

Action: | Configure by PortList v |

Port List Total: 54 [ [E [E

1 | toeeasesFrs | [ | En'ed [ Mone - [1oGmun v | Enla_—blbd [Reset |
2 | oeBAsEsFPs | | | Enbﬂ [None | (1061 ~ | Enla:hlbd [Reset |
3 | 10GBASESFR [ | Enbﬂ [None | (1061 ~ | Enla:hlbd [Reset |
4 | toeBAsEsFRe | [ | Enbﬂ [ Mone | [1oGmun ~ | Enla:hlbd [Reset |
5 | 10GBASESFP [ | Enbﬂ [None | (1061 ~ | Enla:hlbd [Reset |
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Use the Interface > Port > General (Configure by Port Range) page to enable/
disable an interface or manually fix the speed, duplex mode, and flow control.

Parameters
Except for the trap command, refer to “Configuring by Port List” on page 73 for

more information on command usage and a description of the parameters.

Web Interface
To configure port connection parameters:

1. Click Interface, Port, General.

2. Select Configure by Port Range from the Action List.

3. Enter a range of ports to which your configuration changes apply.
4. Modify the required interface settings.

5. Click Apply.

Figure 36: Configuring Connections by Port Range

Interface = Port = General

Action: | Cenfigure by Port Range ~ |

Port Range (1-54) |:| - |:|

Admin [CJEnabled
Speed Duplex [10eful ~ |
Flow Control [CJEnabled

[ Appty |[ Revert |

Use the Interface > Port > General (Show Information) page to display the current
connection status, including link state, speed/duplex mode, flow control, and auto-
negotiation.

Parameters
These parameters are displayed:

m  Port — Port identifier.

®  Type — Indicates the port type. (1000BASE SFP, 2500BASE SFP, 10GBASE
SFP+, 25GBASE SFP+, 40GBASE QSFP, TOOGBASE QSFP)

®m  Name — Interface label.
®  Admin — Shows if the port is enabled or disabled.

m  Oper Status — Indicates if the link is Up or Down.
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Showing Port or
Trunk Statistics

®  Shutdown Reason — Shows the reason this interface has been shut down if
applicable. Some of the reasons for shutting down an interface include being
administratively disabled, or exceeding traffic boundary limits set by auto traffic
control.

®  Media Type — Shows the forced transceiver mode for SFP/SFP+ ports.

m  Oper Speed Duplex — Shows the current speed and duplex mode.

m  Oper Flow Control — Shows the flow control type used.

Web Interface
To display port connection parameters:

1. Click Interface, Port, General.
2. Select Show Information from the Action List.

Figure 37: Displaying Port Information

Interface = Port = General u
Action: | Show Information >
Port List Total: 54 4 [E [E
1 10GBASE SFP+ Enabled Down None 10GTull None
2 10GBASE SFP+ Enabled Down None 10GTull None
3 10GBASE SFP+ Enabled Down None 10GTull None
4 10GBASE SFP+ Enabled Down None 10GTull None
5 10GBASE SFP+ Enabled Down None 10GTull None
] 10GBASE SFP+ Enabled Down None 10GTull None
7 10GBASE SFP+ Enabled Down None 10GTull None
] 10GBASE SFP+ Enabled Down None 10GTull None
4 10GBASE SFP+ Enabled Down None 10GTull None
10 10GBASE SFP+ Enabled Down None 10GTull None

Use the Interface > Port/Trunk > Statistics or Chart page to display standard
statistics on network traffic from the Interfaces Group and Ethernet-like MIBs, as
well as a detailed breakdown of traffic based on the RMON MIB. Interfaces and
Ethernet-like statistics display errors on the traffic passing through each port. This
information can be used to identify potential problems with the switch (such as a
faulty port or unusually heavy loading). RMON statistics provide access to a broad
range of statistics, including a total count of different frame types and sizes passing
through each port. All values displayed have been accumulated since the last
system reboot, and are shown as counts per second. Statistics are refreshed every
60 seconds by default.

Note: RMON groups 2, 3 and 9 can only be accessed using SNMP management
software.
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These parameters are displayed:

Table 6: Port Statistics

Parameter

Description

Interface Statistics

Received Octets

Transmitted Octets

Received Errors

Received Unicast Packets

Received Multicast Packets

Received Broadcast Packets

Transmitted Octets

Transmitted Errors

Transmitted Unicast Packets

Transmitted Discarded
Packets

Received Discarded Packets

Transmitted Multicast

Packets

Transmitted Broadcast
Packets

Etherlike Statistics

Single Collision Frames

Multiple Collision Frames

Late Collisions

Excessive Collisions

The total number of octets received on the interface, including framing
characters.

The total number of octets transmitted out of the interface, including
framing characters.

The number of inbound packets that contained errors preventing them
from being deliverable to a higher-layer protocol.

The number of subnetwork-unicast packets delivered to a higher-layer
protocol.

The number of packets, delivered by this sub-layer to a higher (sub-
)layer, which were addressed to a multicast address at this sub-layer.

The number of packets, delivered by this sub-layer to a higher (sub-
)layer, which were addressed to a broadcast address at this sub-layer.

The total number of octets transmitted out of the interface, including
framing characters.

The number of outbound packets that could not be transmitted because
of errors.

The total number of packets that higher-level protocols requested be
transmitted to a subnetwork-unicast address, including those that were
discarded or not sent.

The number of outbound packets which were chosen to be discarded
even though no errors had been detected to prevent their being
transmitted. One possible reason for discarding such a packet could be
to free up buffer space.

The number of inbound packets which were chosen to be discarded
even though no errors had been detected to prevent their being
deliverable to a higher-layer protocol. One possible reason for
discarding such a packet could be to free up buffer space.

The total number of packets that higher-level protocols requested be
transmitted, and which were addressed to a multicast address at this
sub-layer, including those that were discarded or not sent.

The total number of packets that higher-level protocols requested be
transmitted, and which were addressed to a broadcast address at this
sub-layer, including those that were discarded or not sent.

The number of successfully fransmitted frames for which transmission is
inhibited by exactly one collision.

A count of successfully transmitted frames for which transmission is
inhibited by more than one collision.

The number of times that a collision is detected later than 512 bit-times
into the transmission of a packet.

A count of frames for which transmission on a particular interface fails

due to excessive collisions. This counter does not increment when the
interface is operating in full-duplex mode.
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Table 6: Port Statistics (Continued)

Parameter

Description

Deferred Transmissions
Frames Too Long

FCS Errors

Internal MAC Transmit
Errors

Pause Frames Input
Pause Frames Output
Symbol Errors

RMON Statistics

Drop Events

Jabbers

Fragments

Collisions

Received Octets

Received Packets

Broadcast Packets

Multicast Packets

Undersize Packets

Oversize Packets

64 Bytes Packets

A count of frames for which the first transmission attempt on a particular
interface is delayed because the medium was busy.

A count of frames received on a particular interface that exceed the
maximum permitted frame size.

A count of frames received on a particular interface that are an integral
number of octets in length but do not pass the FCS check. This count
does not include frames received with frame-too-long or frame-too-
short error.

A count of frames for which transmission on a particular interface fails
due to an internal MAC sublayer transmit error.

If the counter is incrementing this means that the port is receving pause
frames.

Pause outputs occur when the receiving port is getting overloaded and
the device sends a pause request to the device connected to the port.

The number of times there was an invalid data symbol when a valid
carrier was present.

The total number of events in which packets were dropped due to lack
of resources.

The total number of frames received that were longer than 1518 octets
(excluding framing bits, but including FCS octets), and had either an
FCS or alignment error.

The total number of frames received that were less than 64 octets in
length (excluding framing bits, but including FCS octets) and had either
an FCS or alignment error.

The best estimate of the total number of collisions on this Ethernet
segment.

Total number of octets of data received on the network. This statistic can
be used as a reasonable indication of Ethernet utilization.

The total number of packets (bad, broadcast and multicast) received.

The total number of good packets received that were directed to the
broadcast address. Note that this does not include multicast packets.

The total number of good packets received that were directed to this
multicast address.

The total number of packets received that were less than 64 octets long
(excluding framing bits, but including FCS octets) and were otherwise
well formed.

The total number of packets received that were longer than 1518 octets
(excluding framing bits, but including FCS octets) and were otherwise
well formed.

The total number of packets (including bad packets) received and

transmitted that were 64 octets in length (excluding framing bits but
including FCS octets).
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Table 6: Port Statistics (Continued)

Parameter

Description

65-127 Byte Packets
128-255 Byte Packets
256-511 Byte Packets
512-1023 Byte Packets
1024-1518 Byte Packets
1519-1536 Byte Packets

CRC Align Errors

Utilization Statistics

Input Octets in kbits per
second

Input Packets per second
Input Utilization

Output Octets in kbits per
second

Output Packets per second

Ovutput Utilization

The total number of packets (including bad packets) received and
transmitted where the number of octets fall within the specified range
(excluding framing bits but including FCS octets).

Alignment errors are the count of the number of frames received that
do not end with an even number of octets and have a bad Cyclic

Redundancy Check (CRC)

Number of octets entering this interface in kbits/second.

Number of packets entering this interface per second.
The input utilization rate for this interface.

Number of octets leaving this interface in kbits/second.

Number of packets leaving this interface per second.

The output utilization rate for this interface.

Web Interface

To show a list of port statistics:

1. Click Interface, Port, Statistics.

2. Select the statistics mode to display (Interface, Etherlike, RMON or Utilization).

3. Select a port from the drop-down list.

4. Use the Refresh button to update the screen.
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Figure 38: Showing Port Statistics (Table)

Interface > Port > Statistics

Mode (@) Interface () Etherlike () RMON () Utilization
Port

[] Auto-refresh

Interface Statistics
Received Octets
Received Errors
Received Unicast Packets

Received Discarded Packets

2 o 2 =2 2

Received Multicast Packets

Received Broadcast Packets

=]

Transmitted Octets

=]

Transmitted Errors
Transmitted Unicast Packets

Transmitted Multicast Packets

2 2 o =

Transmitted Broadcast Packets

To show a chart of port statistics:

1. Click Interface, Port, Chart.

2. Select the statistics mode to display (Interface, Etherlike, RMON or All).

3. If Interface, Etherlike, RMON statistics mode is chosen, select a port from the

drop-down list. If All (ports) statistics mode is chosen, select the statistics type to
display.
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Figure 39: Showing Port Statistics (Chart)

Interface > Port = Chart
Mode # Interface Ethetlike RN All
Port [
Auto-refresh
Interface Statistics
308773
15543865
tem
1: Received Octets
0 I 2: Transmitted Octets
ftem 1 2
3479
1 ?39'5 ......... I ...............
Itemn
1: Received Unicast Packets
2: Received Multicast Packets
3: Received Broadcast Packets
4: Transmitted Unicast Packets
S: Transmitted Multicast Packets
0 - 6: Transmitted Broadcast Packets
ftem 1 2 3 4 5 -]
Refresh I

Setting the Hardware Use the Interface > Port > Hardware Profile page to configure the breakout mode
Profile for QSFP28 interfaces.

Command Usage

The QSFP28 interfaces on the switch operate in three hardware modes; 1 x 100G,
1 x40G, 4 x 25G, and 4 x 10G. Changing the hardware mode of a port requires
a switch restart before the setting takes effect. (The 10G SFP+ interfaces do not
support a breakout mode.)

Parameters
These parameters are displayed:

m  Port — Port identifier.

m  Configured Mode — The 100G ports can be configured in the following modes:

_ 81 -




Chapter 4 | Interface Configuration
Port Configuration

m  1x100g - Configures the port as a single 100G port.
»  1x40g — Configures the port as a single 40G port.

m  4x25g - Configures the port as four 25G ports.

m  4x10g - Configures the port as four 10G ports.

m  Operational Mode — Displays the current operating mode for the interface.

Web Configuration
To configure a periodic sample of statistics:

1. Click Interface, Port, Hardware Profile.

2. For 100G interfaces, select 1x100G, 4x25G, 1x40G, or 4x10G mode.
3. Click Apply.

4. Perform a system reset for the port hardware configuration to take effect.

Figure 40: Setting the Hardware Profile

Interface = Port > Hardware Profile a
Hardware Profile Mode List Total: 54 [E [E
51 [1x1000 v | 1x100g
52 [1x1000 ~ | 1x100g
53 [1x1000 v | 1x100g
54 [1x1000 v | 1x100g
| Appty || Revert |

Displaying Statistical Use the Interface > Port > History or Interface > Trunk > History page to display
History statistical history for the specified interfaces.

Command Usage
®  For a description of the statistics displayed on these pages, see “Showing Port
or Trunk Statistics” on page 76.

"

®  To configure statistical history sampling, use the “Displaying Statistical History
on page 82.

Parameters
These parameters are displayed:

Add

®  Port — Port number.
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History Name — Name of sample interval. (Range: 1-31 characters)
Interval - The interval for sampling statistics. (Range: 1-86400 minutes)

Requested Buckets - The number of samples to take. (Range: 1-96)

Show
Port — Port number.

History Name — Name of sample interval. (Default settings: 15min, 1day)
Interval - The interval for sampling statistics.
Requested Buckets - The number of samples to take.

Show Details
Mode

Status — Shows the sample parameters.

Current Entry — Shows current statistics for the specified port and named
sample.

Input Previous Entries — Shows statistical history for ingress traffic.

Output Previous Entries — Shows statistical history for egress traffic.

Port — Port number.
Name — Name of sample interval.

Web Configuration
To configure a periodic sample of statistics:

1. Click Interface, Port, Statistics, or Interface, Trunk, Statistics.
2. Select Add from the Action menu.
3. Select an interface from the Port or Trunk list.

4. Enter the sample name, the interval, and the number of buckets requested.

5. Click Apply.
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Figure 41: Configuring a History Sample

Interface > Port = History

Action:

Port

Hitory ame I
meval(tg0a00 [ seconds

Requested Buckets (196) | |

To show the configured entries for a history sample:

1. Click Interface, Port, Statistics, or Interface, Trunk, Statistics.

2. Select Show from the Action menu.
3. Select an interface from the Port or Trunk list.

Figure 42: Showing Entries for History Sampling

Interface > Port > History

Action: | Show vl

=

Port | 1 T‘

History Name List Total: 3

. 18min 300
[ 1day 88400
r rd#1 60
_Deite | _Reven |

=1

To show the configured parameters for a sampling entry:

1. Click Interface, Port, Statistics, or Interface, Trunk, Statistics.

2. Select Show Details from the Action menu.
3. Select Status from the options for Mode.
4. Select an interface from the Port or Trunk list.

5. Select an sampling entry from the Name list.
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Figure 43: Showing Status of Statistical History Sample

Interface > Port = History D

Action: | Show Details ¥

Mode & Status Current Entry Input Previous Entries Output Previous Entries
Port 1
Name 15min ¥

History Status

Name 15min
Interval 900 second(s)
Requested Buckets 96

Granted Buckets 19

Status Active

Refresh

To show statistics for the current interval of a sample entry:

1. Click Interface, Port, Statistics, or Interface, Trunk, Statistics.
2. Select Show Details from the Action menu.

3. Select Current Entry from the options for Mode.

4. Select an interface from the Port or Trunk list.

5. Select an sampling entry from the Name list.

Figure 44: Showing Current Statistics for a History Sample

Interface > Port > History

Action: | Show Details v
Mode Status (e Current Entry Input Previous Entries Output Previous Entries
Port 1 v
Name 15min v
Current Entry
Start Time 00d 02:15:03
% 0.00 % 0.00
Received Octets 349139 Transmitted Octets 1468353
Received Errors 0 Transmitted Errors 0
Received Unicast Packets 2485 Transmitted Unicast Packets 2782
Received Multicast Packets 475 Transmitted Discarded Packets 0
Received Broadcast Packets 0 Transmitted Multicast Packets 28

Transmitted Broadcast Packets 0

| Refresh |
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To show ingress or egress traffic statistics for a sample entry:

1. Click Interface, Port, Statistics, or Interface, Trunk, Statistics.

2. Select Show Details from the Action menu.

3. Select Input Previous Entry or Output Previous Entry from the options for Mode.
4. Select an interface from the Port or Trunk list.

5. Select an sampling entry from the Name list.

Figure 45: Showing Ingress Statistics for a History Sample

0
£

Interface > Port > History

Action: | Show Details »

Mode Status Current Entry  (® Input Previous Entries Output Previous Entries
Port i
Name 15min v

Input Previous Entry List Total 10

00d 0D0:00:02 0.00 523808 3774 B37 90 0
00d 00:15:03 0.00 466715 3147 508 1 0
00d 00:30:03 | o000 485432 | 3135 | 510 3 0
00d DD:45:03 0.00 464422 3136 502 (1] 0
00d 01:00.03 | ooo 425154 | 2908 | 513 0 o
00d 01:15:03 | o000 3ssses 2427 [ 515 4 0
00d 01:30:03 0.00 354092 2475 508 1 0
000 01:45:03 | o000 353187 2478 503 0 0
00d 02:00:03 | 000 as7193 | 2580 | 507 0 0
00d 02:15:03 0.00 374615 2645 507 1] 0
_ Refresh

Displaying Use the Interface > Port > Transceiver page to display identifying information, and
Transceiver Data operational for optical transceivers which support Digital Diagnostic Monitoring

(DDM).

Parameters
These parameters are displayed:

®  Port — Port number.
m  General — Information on connector type and vendor-related parameters.

®m  DDM Information — Information on temperature, supply voltage, laser bias
current, laser power, and received optical power.

The switch can display diagnostic information for SFP modules which support
the SFF-8472 Specification for Diagnostic Monitoring Interface for Optical
Transceivers. This information allows administrators to remotely diagnose
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problems with optical devices. This feature, referred to as Digital Diagnostic
Monitoring (DDM) provides information on transceiver parameters.

Web Interface

To display identifying information and functional parameters for optical
transceivers:

1. Click Interface, Port, Transceiver.

2. Select a port from the scroll-down list.

Figure 46: Displaying Transceiver Data

Interface = Port = Transceiver

Port (1 ~]
General

Connector Type LC

Fiber Type Multimode Mode

Eth Compliance Codes 10GBASE-SR

Wavelength 850 nm
Baud Rate 10300 MBd
Link length 300 m
Vendor OUI 00-00-00
Vendor Name Edgecore
Vendor PN ETS402-5R
Vendor Rev

Vendor SN F121950005
Date Code 12-05-10

DOM Information

Temperature 19.00 °C
Vee 3a3zv
Bias Current 0.00 ma
TX Power -40.00 dBm
RX Power -33.01 dBm

Configuring Use the Interface > Port > Transceiver page to configure thresholds for alarm and
Transceiver warning messages for optical transceivers which support Digital Diagnostic
Thresholds Monitoring (DDM). This page also displays identifying information for supported

transceiver types, and operational parameters for transceivers which support DDM.

Parameters
These parameters are displayed:

®  Port — Port number.

®m  General — Information on connector type and vendor-related parameters.
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DDM Information — Information on temperature, supply voltage, laser bias
current, laser power, and received optical power.

The switch can display diagnostic information for SFP modules which support
the SFF-8472 Specification for Diagnostic Monitoring Interface for Optical
Transceivers. This information allows administrators to remotely diagnose
problems with optical devices. This feature, referred to as Digital Diagnostic
Monitoring (DDM) provides information on transceiver parameters.

Trap — Sends a trap when any of the transceiver’s operation values falls outside
of specified thresholds. (Default: Disabled)

Auto Mode — Uses default threshold settings obtained from the transceiver to
determine when an alarm or trap message should be sent. (Default: Enabled)

DDM Thresholds — Information on alarm and warning thresholds. The switch
can be configured to send a trap when the measured parameter falls outside of
the specified thresholds.

The following alarm and warning parameters are supported:
High Alarm — Sends an alarm message when the high threshold is crossed.

High Warning — Sends a warning message when the high threshold is
crossed.

Low Warning — Sends a warning message when the low threshold is
crossed.

Low Alarm — Sends an alarm message when the low threshold is crossed.

The configurable ranges are transceiver dependent with the values read from a
transceiver when it is inserted:

The threshold value for Rx and Tx power is calculated as the power ratio in
decibels (dB) of the measured power referenced to one milliwatt (mW).

Threshold values for alarm and warning messages can be configured as
described below.

A high-threshold alarm or warning message is sent if the current value is
greater than or equal to the threshold, and the last sample value was less
than the threshold. After a rising event has been generated, another such
event will not be generated until the sampled value has fallen below the
high threshold and reaches the low threshold.

A low-threshold alarm or warmning message is sent if the current value is less
than or equal to the threshold, and the last sample value was greater than
the threshold. After a falling event has been generated, another such event
will not be generated until the sampled value has risen above the low
threshold and reaches the high threshold.

Threshold events are triggered as described above to avoid a hysteresis
effect which would continuously trigger event messages if the power level
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were to fluctuate just above and below either the high threshold or the low
threshold.

= Trap messages configured by this command are sent to any management
station configured as an SNMP trap manager using the Administration >
SNMP (Configure Trap) page.

Web Interface
To configure threshold values for optical transceivers:

1. Click Interface, Port, Transceiver.

2. Select a port from the scroll-down list.

3. Set the switch to send a trap based on default or manual settings.
4. Set alarm and warning thresholds if manual configuration is used.
5. Click Apply.

Figure 47: Configuring Transceiver Thresholds

DDM Thresholds

[[]Trap

4 Auto Made

Low Alarm Low Warning High Warning High Alarm
Temperature(°C) -25.00 20.00 an

0 -20.00 80.00 85.00

Voltage(Volts) 29
1.0

Current{mA)

= a2
2

Tx Power(dBm) -7.96 -5.99

1
Rx Power(dBm) -20.00 9.00 0

00 -19.00

Restore Default | Click this button to restore defautt DDM thresholds values.

[ appy || Revert |

Trunk Configuration

This section describes how to configure static and dynamic trunks.

You can create multiple links between devices that work as one virtual, aggregate
link. A port trunk offers a dramatic increase in bandwidth for network segments

where boftlenecks exist, as well as providing a fault-tolerant link between two
devices.

The switch supports both static trunking and dynamic Link Aggregation Control

Protocol (LACP). Static trunks have to be manually configured at both ends of the
link, and the switches must comply with the Cisco EtherChannel standard. On the
other hand, LACP configured ports can automatically negotiate a trunked link with
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LACP-configured ports on another device. You can configure any number of ports
on the switch as LACP, as long as they are not already configured as part of a static
trunk. If ports on another device are also configured as LACP, the switch and the
other device will negotiate a trunk link between them. If an LACP trunk consists of
more than eight ports, all other ports will be placed in standby mode. Should one
link in the trunk fail, one of the standby ports will automatically be activated to
replace it.

Command Usage

Besides balancing the load across each port in the trunk, the other ports provide
redundancy by taking over the load if a port in the trunk fails. However, before
making any physical connections between devices, use the web interface or CLI to
specify the trunk on the devices at both ends. When using a trunk, take note of the
following points:

Finish configuring trunks before you connect the corresponding network cables
between switches to avoid creating a loop.

You can create up to 28 trunks on a switch, with up to eight ports per trunk.
The ports at both ends of a connection must be configured as trunk ports.

When configuring static trunks on switches of different types, they must be
compatible with the Cisco EtherChannel standard.

The ports at both ends of a trunk must be configured in an identical manner,
including communication mode (i.e., speed, duplex mode and flow control),
VLAN assignments, and CoS settings.

Any of the Gigabit ports on the front panel can be trunked together, including
ports of different media types.

All the ports in a trunk have to be treated as a whole when moved from/to,
added or deleted from a VLAN.

STP, VLAN, and IGMP settings can only be made for the entire trunk.

Configuring a Use the Interface > Trunk > Static page to create a trunk, assign member ports,
Static Trunk and configure the connection parameters.

Figure 48: Configuring Static Trunks
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Command Usage
®  Note that the static trunks on this switch are Cisco EtherChannel compatible.

®  To avoid creating a loop in the network, be sure you add a static trunk via the
configuration interface before connecting the ports, and also disconnect the

ports before removing a static trunk via the configuration interface.

Parameters
These parameters are displayed:

®  Trunk ID — Trunk identifier.

®  Member — The initial trunk member. Use the Add Member page to configure
additional members.

= Unit — Unit identifier.
m  Port — Port identifier.

Web Interface
To create a static trunk:

1. Click Interface, Trunk, Static.

2. Select Configure Trunk from the Step list.

3. Select Add from the Action list.

4. Enter a trunk identifier.

5. Set the unit and port for the initial trunk member.
6. Click Apply.

Figure 49: Creating Static Trunks

Interface = Trunk > Static

Step: |1. Configure Trunk V| Action: |Add W
Trunk ID (1-12) 1
Member Unit Port

To add member ports to a static trunk:
1. Click Interface, Trunk, Static.

2. Select Configure Trunk from the Step list.
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3. Select Add Member from the Action list.

4. Select a trunk identifier.

5. Set the unit and port for an additional trunk member.
6. Click Apply.

Figure 50: Adding Static Trunks Members

Interface > Trunk > Static

Step: |1.Configure Trunk ¥ | Action: Aﬁd Merhbet ¥ |

Trunk 2]

Member Unit[1v]| Port|2 v|

|_Aooy || Revert |

To configure connection parameters for a static trunk:
1. Click Interface, Trunk, Static.

2. Select Configure General from the Step list.

3. Select Configure from the Action list.

4. Modify the required interface settings. (Refer to “Configuring by Port List” on
page 73 for a description of the parameters.)

5. Click Apply.

Figure 51: Configuring Connection Parameters for a Static Trunk

Interface > Trunk > Static Q E

Step: |2 Configure General v| Action:

Static Trunk List Total: 1

[|Enabled
7
1 icBASESFP | [ | Enge ’ 1061 EnE.ed En%led
FC

To display trunk connection parameters:
1. Click Interface, Trunk, Static.

2. Select Configure General from the Step list.
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3. Select Show Information from the Action list.

Figure 52: Showing Information for Static Trunks

Interface > Trunk > Static Q E
Step: |2. Configure General v| Action: | Show Inf tion
Static Trunk List Total: 1
1 neEite Enabled Down 10GHull None Enabled
SFP+

Configuring a Use the Interface > Trunk > Dynamic pages to set the administrative key for an
Dynamic Trunk aggregation group, enable LACP on a port, configure protocol parameters for
local and partner ports, or to set Ethernet connection parameters.

Figure 53: Configuring Dynamic Trunks
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Command Usage
® To avoid creating a loop in the network, be sure you enable LACP before
connecting the ports, and also disconnect the ports before disabling LACP.

m  If the target switch has also enabled LACP on the connected ports, the trunk will
be activated automatically.

® A trunk formed with another switch using LACP will automatically be assigned
the next available trunk ID.

®  If more than eight ports attached to the same target switch have LACP enabled,
the additional ports will be placed in standby mode, and will only be enabled if
one of the active links fails.

®m  All ports on both ends of an LACP trunk must be configured for full duplex.

m  Ports are only allowed to join the same Link Aggregation Group (LAG) if (1) the
LACP port system priority matches, (2) the LACP port admin key matches, and
(3) the LAG admin key matches (if configured). However, if the LAG admin key
is set, then the port admin key must be set to the same value for a port to be
allowed to join that group.
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Note: If the LACP admin key is not set when a channel group is formed (i.e., it has
a null value of 0), the operational key is set to the same value as the operational
key of the first member port (see the “show lacp internal” command in the CLI
Reference Guide).

Parameters
These parameters are displayed:

Configure Aggregator

Admin Key — LACP administration key is used to identify a specific link
aggregation group (LAG) during local LACP setup on the switch.
(Range: 0-65535)

If the port channel admin key is not set when a channel group is formed (i.e., it
has the null value of 0), the port channel operational key is set to the same
value as the first member port operational key (see Configure Aggregation Port
- Actor/Partner). Note that when the LAG is no longer used, the port channel
operational key is reset to O.

Timeout Mode — The timeout to wait for the next LACP data unit (LACPDU):

Long Timeout — Specifies a slow timeout of 90 seconds. (This is the default
setting.)

Short Timeout — Specifies a fast timeout of 3 seconds.

The timeout is set in the LACP timeout bit of the Actor State field in transmitted
LACPDUs. When the partner switch receives an LACPDU set with a short
timeout from the actor switch, the partner adjusts the transmit LACPDU interval
to 1 second. When it receives an LACPDU set with a long timeout from the
actor, it adjusts the transmit LACPDU interval to 30 seconds.

If the actor does not receive an LACPDU from its partner before the configured
timeout expires, the partner port information will be deleted from the LACP
group.

When a dynamic port-channel member leaves a port-channel, the default
timeout value will be restored on that port.

When a dynamic port-channel is torn down, the configured timeout value will
be retained. When the dynamic port-channel is constructed again, that timeout
value will be used.

System Priority — LACP system priority is used to determine link aggregation
group (LAG) membership, and to identify this device to other switches during
LAG negotiations.

System MAC Address — The device MAC address assigned to each trunk.
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Configure Aggregation Port - General
Port — Port identifier.
LACP Status — Enables or disables LACP on a port.
Configure Aggregation Port - Actor/Partner
Port — Port number.
Mode — Specifies the port’s LACP activity mode.

Active — Specifies the port’s activity mode to initiate and transmit LACP
negotiation packets.

Passive — Specifies the port’s activity mode to only respond to LACP
negotiation packets.

Admin Key — The LACP administration key must be set to the same value for
ports that belong to the same LAG. (Range: 0-65535; Default — Actor: 1,
Partner: 0)

Once the remote side of a link has been established, LACP operational settings
are already in use on that side. Configuring LACP settings for the partner only
applies to its administrative state, not its operational state.

Note: Configuring the partner admin-key does not affect remote or local switch
operation. The local switch just records the partner admin-key for user reference.

If the admin key is not set, the actor’s operational key is determined by the
port's link speed (100G - 8, 25G - 7, 40G - 6, 10G - 5).

System Priority — LACP system priority is used to determine link aggregation
group (LAG) membership, and to identify this device to other switches during
LAG negotiations. (Range: 0-65535; Default: 32768)

System priority is combined with the switch’s MAC address to form the LAG
identifier. This identifier is used to indicate a specific LAG during LACP
negotiations with other systems.

Port Priority — If a link goes down, LACP port priority is used to select a backup
link. (Range: 0-65535; Default: 32768)

Setting a lower value indicates a higher effective priority.

If an active port link goes down, the backup port with the highest priority is
selected to replace the downed link. However, if two or more ports have the
same LACP port priority, the port with the lowest physical port number will
be selected as the backup port.
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» If an LAG already exists with the maximum number of allowed port
members, and LACP is subsequently enabled on another port using a
higher priority than an existing member, the newly configured port will
replace an existing port member that has a lower priority.

Note: Configuring LACP settings for a port only applies to its administrative state,

not its operational state, and will only take effect the next time an aggregate link is
established with that port.

Note: Configuring the port partner sets the remote side of an aggregate link; i.e.,
the ports on the attached device. The command attributes have the same meaning
as those used for the port actor.

Web Interface
To configure the admin key for a dynamic trunk:

1. Click Interface, Trunk, Dynamic.

2. Select Configure Aggregator from the Step list.

3. Set the Admin Key and timeout mode for the required LACP group.
4. Click Apply.

Figure 54: Configuring the LACP Aggregator Admin Key

Interface > Trunk = Dynamic a G
Step: | 1. Configure Aggregator v|
Trunk List Total: 12 Al
1 P Long Timeout v 32768 8C-EA-1B-0F-CE-FT
2 o Long Timeout ™ 32768 8C-EA-1B-0F-CE-F7
3 D Long Timeout v 32768 8C-EA-1B-0F-CE-F7
q o Long Timeout v 32768 8C-EA-1B-0F-CE-FT
5 o Long Timeout ™' 32768 8C-EA-1B-OF-CE-FT

To enable LACP for a port:

1. Click Interface, Trunk, Dynamic.

2. Select Configure Aggregation Port from the Step list.
3. Select Configure from the Action list.

4. Click General.

5. Enable LACP on the required ports.
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6. Click Apply.

Figure 55: Enabling LACP on a Port

Interface = Trunk > Dynamic E E

Step: |2. Configure Aggregation Port v | Action:

(@) General () Actor () Pariner

Port List Total: 18 [l
e 7 wersms ]
1 ["]Enabled
2 ["]Enabled
3 ["]Enabled
4 ["]Enabled
5 ["]Enabled

To configure LACP parameters for group members:

1. Click Interface, Trunk, Dynamic.

2. Select Configure Aggregation Port from the Step list.
3. Select Configure from the Action list.

4. Click Actor or Partner.

5. Configure the required settings.

6. Click Apply.

Figure 56: Configuring LACP Parameters on a Port

Interface > Trunk > Dynamic a

Step: |2. Configure Aggregation Port v | Action:
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To show the active members of a dynamic trunk:
1. Click Interface, Trunk, Dynamic.

2. Select Configure Trunk from the Step list.

3. Select Show Member from the Action list.

4. Select a Trunk.
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Figure 57: Showing Members of a Dynamic Trunk

Interface > Trunk > Dynamic

Step: |3. Configure Trunk

~| action: [Show Member ¥|

Trunk ]1 vl

Member List Total: 2
11 [
112 [

To configure connection parameters for a dynamic trunk:
1. Click Interface, Trunk, Dynamic.

2. Select Configure Trunk from the Step list.

3. Select Configure from the Action list.

4. Modify the required interface settings. (See “Configuring by Port List” on
page 73 for a description of the interface settings.)

5. Click Apply.

Figure 58: Configuring Connection Settings for a Dynamic Trunk

Interface > Trunk > Dynamic a

Step: | 3. Configure Trunk v Action: | Configure hd

Dynamic Trunk List Total: 1

! Enabled
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To show connection parameters for a dynamic trunk:
1. Click Interface, Trunk, Dynamic.

2. Select Configure Trunk from the Step list.

3. Select Show from the Action list.

Figure 59: Showing Connection Parameters for Dynamic Trunks

Interface = Trunk > Dynamic DQ

Step: | 3. Configure Trunk ¥ | Action: | Show v

Dynamic Trunk List Total: 1

3 100:S:SE Enabled Up Enabled 1000ull MNone Enabled

Use the Interface > Trunk > Dynamic (Configure Aggregation Port - Show
Information - Counters) page to display statistics for LACP protocol messages.

Parameters
These parameters are displayed:

Table 7: LACP Port Counters

Parameter Description

LACPDUs Sent Number of valid LACPDUs transmitted from this channel group.
LACPDUs Received Number of valid LACPDUs received on this channel group.

Marker Sent Number of valid Marker PDUs transmitted from this channel group.
Marker Received Number of valid Marker PDUs received by this channel group.
Marker Unknown Pkis Number of frames received that either (1) Carry the Slow Protocols

Ethernet Type value, but contain an unknown PDU, or (2) are addressed
to the Slow Protocols group MAC Address, but do not carry the Slow
Protocols Ethernet Type.

Marker lllegal Pkts Number of frames that carry the Slow Protocols Ethernet Type value, but
contain a badly formed PDU or an illegal value of Protocol Subtype.

Web Interface
To display LACP port counters:

1. Click Interface, Trunk, Dynamic.
2. Select Configure Aggregation Port from the Step list.
3. Select Show Information from the Action list.

4. Click Counters.
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5. Select a group member from the Port list.

Figure 60: Displaying LACP Port Counters

Interface > Trunk > Dynamic

Step: |2. Configure Aggregation Portj Action: | Show Information ﬂ

{* Counters (" Internal (" MNeighbors

Port [1=]

Trunk ID 2

Port Counters Information

LACPDUs Sent 29 LACPDUs Received 25
Marker Sent 0 Marker Receive 0
Marker Unknown Pkts ] Marker lilegal Pkts V]

Refresh |

Displaying LACP Use the Interface > Trunk > Dynamic (Configure Aggregation Port - Show
Settings and Status Information - Internal) page to display the configuration settings and operational
for the Local Side state for the local side of a link aggregation.

Parameters
These parameters are displayed:

Table 8: LACP Internal Configuration Information

Parameter Description

LACP System Priority ~ LACP system priority assigned to this port channel.

LACP Port Priority LACP port priority assigned to this interface within the channel group.
Admin Key Current administrative value of the key for the aggregation port.
Oper Key Current operational value of the key for the aggregation port.
LACPDUs Interval The number of seconds between periodic LACPDU transmissions.
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Table 8: LACP Internal Configuration Information (Continued)

Parameter Description
Admin State, Administrative or operational values of the actor’s state parameters:
Oper State m  Expired — The actor’s receive machine is in the expired state;

m  Defaulted — The actor’s receive machine is using defaulted operational
partner information, administratively configured for the partner.

m  Distributing — If false, distribution of outgoing frames on this link is
disabled; i.e., distribution is currently disabled and is not expected to
be enabled in the absence of administrative changes or changes in
received protocol information.

m  Collecting — Collection of incoming frames on this link is enabled; i.e.,
collection is currently enabled and is not expected to be disabled in the
absence of administrative changes or changes in received protocol
information.

m  Synchronization — The System considers this link fo be IN_SYNC; i.e., it
has been allocated to the correct Link Aggregation Group, the group
has been associated with a compatible Aggregator, and the identity of
the Link Aggregation Group is consistent with the System ID and
operational Key information transmitted.

Admin State, m  Aggregation — The system considers this link to be aggregatable;i.e., a
Oper State potential candidate for aggregation.

(continued) ®m  long timeout — Periodic transmission of LACPDUs uses a slow

transmission rate.

m  LACP-Activity — Activity control value with regard to this link.
(O: Passive; 1: Active)

Web Interface
To display LACP settings and status for the local side:

1. Click Interface, Trunk, Dynamic.
2. Select Configure Aggregation Port from the Step list.
3. Select Show Information from the Action list.

4. Click Internal.

5. Select a group member from the Port list.
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Figure 61: Displaying LACP Port Internal Information

Interface > Trunk » Dynamic

Step: |2. Configure Aggregation Port j Action: IShow Information 7[

(" Counters (% Internal (" MNeighbors

Port IE,

Trunk 1D 2

Port Internal Information

LACP System Priority 32768

LACP Port Priority 32768

Admin Key 3

Oper Key 3

LACPDUs Interval 30 zec

Admin State Defaulted, Aggregation, Long timeout, LACP-activity

Oper State Distributing, Collecting, Synchronization, Aggregation, Long timeout, LACP-activity

Displaying LACP Use the Interface > Trunk > Dynamic (Configure Aggregation Port - Show
Settings and Status Information - Neighbors) page to display the configuration settings and operational
for the Remote Side state for the remote side of a link aggregation.

Parameters
These parameters are displayed:

Table 9: LACP Remote Device Configuration Information

Parameter Description

Partner Admin System LAG partner’s system ID assigned by the user.

Partner Oper System  LAG partner’s system ID assigned by the LACP protocol.

ID

Partner Admin Current administrative value of the port number for the protocol Partner.

Port Number

Partner Oper Operational port number assigned to this aggregation port by the port’s

Port Number protocol partner.

Port Admin Priority Current administrative value of the port priority for the protocol partner.

Port Oper Priority Priority value assigned to this aggregation port by the partner.

Admin Key Current administrative value of the Key for the protocol partner.

Oper Key Current operational value of the Key for the protocol partner.

Admin State Administrative values of the pariner’s state parameters. (See preceding
table.)

Oper State Operational values of the partner’s state parameters. (See preceding table.)
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1.

2.

3.

4.

5.
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Click Interface, Trunk, Dynamic.

Select Configure Aggregation Port from the Step list.

Select Show Information from the Action list.

Click Neighbors.

Select a group member from the Port list.

Figure 62: Displaying LACP Port Remote Information

Trunk Configuration

Interface > Trunk > Dynamic

Step: |2 Configure Aggregation Por‘(;l Action: IShnw Information vl
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32768
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3

Defaulied, Distributing, Collecting, Synchronization, Long timeout

Distributing, Collecting, Synchronization, Aggregation, Long timeout, LACP-activity

Configuring Use the Interface > Trunk > Load Balance page to set the load-distribution method
Load Balancing used among ports in aggregated links.

Command Usage
This command applies to all static and dynamic trunks on the switch.

To ensure that the switch traffic load is distributed evenly across all links in a
trunk, select the source and destination addresses used in the load-balance

calculation to provide the best result for trunk connections:

»  Destination IP Address: All traffic with the same destination IP address is
output on the same link in a trunk. This mode works best for switch-to-
router trunk links where traffic through the switch is destined for many
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different hosts. Do not use this mode for switch-to-server trunk links where
the destination IP address is the same for all traffic.

Destination MAC Address: All traffic with the same destination MAC
address is output on the same link in a trunk. This mode works best for
switch-to-switch trunk links where traffic through the switch is destined for
many different hosts. Do not use this mode for switch-to-router trunk links
where the destination MAC address is the same for all traffic.

Source and Destination IP Address: All traffic with the same source and
destination IP address is output on the same link in a trunk. This mode
works best for switch-to-router trunk links where traffic through the switch is
received from and destined for many different hosts.

Source and Destination MAC Address: All traffic with the same source and
destination MAC address is output on the same link in a trunk. This mode
works best for switch-to-switch trunk links where traffic through the switch is
received from and destined for many different hosts.

Source IP Address: All traffic with the same source IP address is output on
the same link in a trunk. This mode works best for switch-to-router or
switch-to-server trunk links where traffic through the switch is received from
many different hosts.

Source MAC Address: All traffic with the same source MAC address is
output on the same link in a trunk. This mode works best for switch-to-
switch trunk links where traffic through the switch is received from many
different hosts.

Parameters
These parameters are displayed for the load balance mode:

Destination IP Address - Load balancing based on destination IP address.

Destination MAC Address - Load balancing based on destination MAC
address.

Source and Destination IP Address - Load balancing based on source and
destination IP address.

Source and Destination MAC Address - Load balancing based on source and
destination MAC address.

Source IP Address - Load balancing based on source IP address.

Source MAC Address - Load balancing based on source MAC address.

Web Interface
To display the load-distribution method used by ports in aggregated links:
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1. Click Interface, Trunk, Load Balance.

2. Select the required method from the Load Balance Mode list.
3. Click Apply.

Figure 63: Configuring Load Balancing

Interface > Trunk = Load Balance

Load Balance Mode | Source and Destination MAC Address ;]

Apply | Revert |

Configuring Local Port Mirroring

Use the Interface > Port > Mirror page to mirror traffic from any source port to a
target port for real-time analysis. You can then attach a logic analyzer or RMON
probe to the target port and study the traffic crossing the source port in a
completely unobtrusive manner.

Figure 64: Configuring Local Port Mirroring

il A
(ERpong managn)

Source Single
port(s) target
port

®  The switch supports up to é port mirror sessions.

Command Usage

®  Traffic can be mirrored from one or more source ports to a destination port on
the same switch (local port mirroring as described in this section), or from one
or more source ports on remote switches to a destination port on this switch
(remote port mirroring as described in “Configuring Remote Port Mirroring” on
page 107).

®  Monitor port speed should match or exceed source port speed, otherwise traffic
may be dropped from the monitor port.

®  When traffic matches the rules for both port mirroring, and for mirroring of
VLAN traffic or packets based on a MAC address, the matching packets will not
be sent to target port specified for port mirroring.

B The destination port cannot be a trunk or trunk member port.

®  Note that Spanning Tree BPDU packets are not mirrored to the target port.
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Parameters
These parameters are displayed:

®m  Source Port — The port whose traffic will be monitored.
®  Target Port — The port that will mirror the traffic on the source port.

m  Type — Allows you to select which traffic to mirror to the target port, Rx (receive),
Tx (transmit), or Both. (Default: Both)

Web Interface

To configure a local mirror session:

1. Click Interface, Port, Mirror.

2. Select Add from the Action List.

3. Specify the source port.

4. Specify the monitor port.

5. Specify the traffic type to be mirrored.
6. Click Apply.

Figure 65: Configuring Local Port Mirroring

Interface = Mirror

Action: |Add ¥

Source Port Unit |1 r FPort |1 v
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To display the configured mirror sessions:
1. Click Interface, Port, Mirror.
2. Select Show from the Action List.

Figure 66: Displaying Local Port Mirror Sessions

Interface = Mirror a E

Action: | Show =)

Mirror Session List Totat 2

r 117 1/8 Both
g 119 1710 Rx

Delete | Revert |

Configuring Remote Port Mirroring

Use the Interface > RSPAN page to mirror traffic from remote switches for analysis
at a destination port on the local switch. This feature, also called Remote Switched
Port Analyzer (RSPAN), carries traffic generated on the specified source ports for
each session over a user-specified VLAN dedicated to that RSPAN session in all
participating switches. Monitored traffic from one or more sources is copied onto
the RSPAN VLAN through IEEE 802.1Q trunk or hybrid ports that carry it to any
RSPAN destination port monitoring the RSPAN VLAN as shown in the figure below.

Figure 67: Configuring Remote Port Mirroring

Intermediate Switch RPSAN VLAN

Bpees
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Uplink Port Uplink Port

Source Switch Destination Switch

BhessEEnseE

Source Port Uplink Port Uplink Port Destination Port
Ingress or egress traffic Tagged or untagged traffic
is mirrored onto the RSPAN from the RSPAN VLAN is ,/

VLAN from here. analyzed at this port.
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Command Usage
Traffic can be mirrored from one or more source ports to a destination port on
the same switch (local port mirroring as described in “Configuring
Local Port Mirroring” on page 105), or from one or more source ports on
remote switches to a destination port on this switch (remote port mirroring as
described in this section).

Configuration Guidelines

Take the following step to configure an RSPAN session:

1.

Use the VLAN Static List (see “Configuring VLAN Groups” on page 128) to
reserve a VLAN for use by RSPAN (marking the “Remote VLAN" field on this
page. (Default VLAN 1 is prohibited.)

. Set up the source switch on the RSPAN configuration page by specifying the

mirror session, the switch’s role (Source), the RSPAN VLAN, and the uplink
port!. Then specify the source port(s), and the traffic type to monitor (Rx, Tx
or Both).

. Set up all infermediate switches on the RSPAN configuration page, entering

the mirror session, the switch’s role (Intermediate), the RSPAN VLAN, and
the uplink port(s).

Set up the destination switch on the RSPAN configuration page by
specifying the mirror session, the switch’s role (Destination), the destination
portt, whether or not the traffic exiting this port will be tagged or untagged,
and the RSPAN VLAN. Then specify each uplink port where the mirrored
traffic is being received.

RSPAN Limitations

The following limitations apply to the use of RSPAN on this switch:

RSPAN Ports — Only ports can be configured as an RSPAN source,
destination, or uplink; static and dynamic trunks are not allowed. A port
can only be configured as one type of RSPAN interface — source,
destination, or uplink. Also, note that the source port and destination port
cannot be configured on the same switch.

Local/Remote Mirror — The destination of a local mirror session (created on
the Interface > Port > Mirror page) cannot be used as the destination for
RSPAN traffic.

Spanning Tree — If the spanning tree is disabled, BPDUs will not be flooded
onto the RSPAN VLAN.

1. Only 802.1Q trunk or hybrid (i.e., general use) ports can be configured as an RSPAN uplink
or destination ports — access ports are not allowed (see “Adding Static Members to VLANs”
on page 130).
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MAC address learning is not supported on RSPAN uplink ports when RSPAN
is enabled on the switch. Therefore, even if spanning tree is enabled after
RSPAN has been configured, MAC address learning will still not be re-
started on the RSPAN uplink ports.

IEEE 802.1X — RSPAN and 802.1X are mutually exclusive functions. When
802.1X is enabled globally, RSPAN uplink ports cannot be configured, even
though RSPAN source and destination ports can still be configured. When
RSPAN uplink ports are enabled on the switch, 802.1X cannot be enabled
globally.

Port Security — If port security is enabled on any port, that port cannot be set
as an RSPAN uplink port, even though it can still be configured as an
RSPAN source or destination port. Also, when a port is configured as an
RSPAN uplink port, port security cannot be enabled on that port.

Parameters
These parameters are displayed:
Session — A number identifying this RSPAN session. (Range: 1)

Only one active session is allowed.
Operation Status — Indicates whether or not RSPAN is currently functioning.
Switch Role — Specifies the role this switch performs in mirroring traffic.
None — This switch will not participate in RSPAN.
Source - Specifies this device as the source of remotely mirrored traffic.

Intermediate - Specifies this device as an intermediate switch, transparently
passing mirrored traffic from one or more sources to one or more
destinations.

Destination - Specifies this device as a switch configured with a destination
port which is to receive mirrored traffic for this session.

Remote VLAN — The VLAN to which traffic mirrored from the source port will be
flooded. The VLAN specified in this field must first be reserved for the RSPAN
application using the VLAN > Static page (see page 128).

Uplink Port — A port on any switch participating in RSPAN through which
mirrored traffic is passed on to or received from the RSPAN VLAN.

Only one uplink port can be configured on a source switch, but there is no
limitation on the number of uplink portst configured on an intermediate or
destination switch.

Only destination and uplink ports will be assigned by the switch as members of

the RSPAN VLAN. Ports cannot be manually assigned to an RSPAN VLAN
through the VLAN > Static page. Nor can GVRP dynamically add port
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members to an RSPAN VLAN. Also, note that the VLAN > Static (Show) page
will not display any members for an RSPAN VLAN, but will only show configured
RSPAN VLAN identifiers.

Type — Specifies the traffic type to be mirrored remotely. (Options: Rx, Tx, Both)

Destination Port — Specifies the destination portt to monitor the traffic mirrored
from the source ports. Only one destination port can be configured on the
same switch per session, but a destination port can be configured on more than
one switch for the same session. Also note that a destination port can still send
and receive switched traffic, and participate in any Layer 2 protocols to which it
has been assigned.

Tag — Specifies whether or not the traffic exiting the destination port to the
monitoring device carries the RSPAN VLAN tag.

Web Interface

To configure a remote mirror session:

1.

2.

4.

Click Interface, RSPAN.

Set the Switch Role to None, Source, Intermediate, or Destination.

. Configure the required settings for each switch participating in the RSPAN

VLAN.

Click Apply.

Figure 68: Configuring Remote Port Mirroring (Source)

Source Port Configuration List Total: 17

Interface > RSPAN @
Session
Operation Status Down
Switch Role
Remote VLAN
Uplink Port

Mone w

[T I V]
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Figure 69: Configuring Remote Port Mirroring (Intermediate)

Interface > RSPAN al

Session
Operation Status Down

Switch Role Intermediate

Remote VLAN
Uplink Port List Total: 17

o W R

oggo

Figure 70: Configuring Remote Port Mirroring (Destination)

Interface > RSPAN a

Session
Operation Status Down

Switch Role

Destination Port

Tag Untagged v
Remote VLAN
Uplink Port List Total: 17

O&|d

Sampling Traffic Flows

The flow sampling (sFlow) feature embedded on this switch, together with a remote
sFlow Collector, can provide network administrators with an accurate, detailed and
real-time overview of the types and levels of traffic present on their network. The
sFlow Agent samples 1 out of n packets from all data traversing the switch, re-
encapsulates the samples as sFlow datagrams and transmits them to the sFlow
Collector. This sampling occurs at the internal hardware level where all traffic is
seen, whereas traditional probes will only have a partial view of traffic as it is
sampled at the monitored interface. Moreover, the processor and memory load
imposed by the sFlow agent is minimal since local analysis does not take place.
The wire-speed transmission characteristic of the switch is thus preserved even at
high traffic levels.

@ Note: The terms “collector”, “receiver” and “owner”, in the context of this chapter,
all refer to a remote server capable of receiving the sFlow datagrams generated by
the sFlow agent of the switch.
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Configuring sFlow
Receiver Settings

As the Collector receives streams from the various sFlow agents (other switches or
routers) throughout the network, a timely, network-wide picture of utilization and
traffic flows is created. Analysis of the sFlow stream(s) can reveal trends and
information that can be leveraged in the following ways:

Detecting, diagnosing, and fixing network problems

Real-time congestion management

Understanding application mix (P2P, Web, DNS, etc.) and changes
Identification and tracing of unauthorized network activity

Usage accounting

Trending and capacity planning

Use the Interface > sFlow (Configure Receiver — Add) page to create an sFlow
receiver on the switch.

Parameters
These parameters are displayed:

Receiver Owner Name?2 — The name of the receiver. (Range: 1-256 characters;
Default: None)

Receiver Timeout — The time that the sFlow process will continuously send
samples to the Collector before resetting all sFlow port parameters.
(Range: 30-10000000 seconds, where O indicates no time out)

The sFlow parameters affected by this command include the sampling interval,
the receiver’'s name, address and UDP port, the time out, maximum header
size, and maximum datagram size.

Receiver Destination2 — IP address of the sFlow Collector.

ipv4-address - IPv4 address of the sFlow collector. Valid IPv4 addresses
consist of four decimal numbers, 0 to 255, separated by periods.

ipv6-address - IPvé address of the sFlow collector. A full IPvé address
including the network prefix and host address bits. An IPvé address consists
of 8 colon-separated 16-bit hexadecimal values. One double colon may
be used to indicate the appropriate number of zeros required to fill the

undefined fields.

Receiver Socket Port2 — The UDP port on which the sFlow Collector is listening
for sFlow streams. (Range: 1-65535)

. Sampling must be disabled by setting the time out to O before these fields can be

configured.

- 112 -



Chapter 4 | Interface Configuration
Sampling Traffic Flows

®  Maximum Datagram Size — Maximum size of the sFlow datagram payload.

(Range: 200-1500 bytes)

®m  Datagram Version — Sends either v4 or v5 sFlow datagrams to the receiver.

Web Interface
To configure an sFlow receiver:

1.
2.
3.
4.

5.

Click Interface, sFlow.
Select Configure Receiver from the Step list.
Select Add from the Action list.

Fill in the parameters for the sFlow receiver and monitored traffic.

Click Apply.

Figure 71: Configuring an sFlow Receiver

Interface > sFlow
Step: | 1. Configure Receiver ¥ | Action: |(Add ¥
Receiver Owner Name stat_serveri
Receiver Timeout (30 - 10000000) 100 sec
Receiver Destination 192.168.220.225
Receiver Socket Port (1 - 65535) 22500
Maximum Datagram Size (200 - 1500) 512 bytes
Datagram Version CARER
Apply Revert |

Web Interface
To show configured receivers:

1.
2.

3.

Click Interface, sFlow.
Select Configure Receiver from the Step list.

Select Show from the Action list.
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Figure 72: Showing sFlow Receivers

Interface > sFlow [:J @[

Step: | 1, Configure Receiver ¥ | Action: | Show ¥

Receiver List Total: 1

stat_server! e 192.168.220.225 22500 512 =)

Delete Revert

Configuring an sFlow Use the Interface > sFlow (Configure Details — Add) page to enable an sFlow
Polling Instance polling data source that polls periodically based on a specified time interval, or an

sFlow data source instance that takes samples periodically based on the number of
packets processed.

Parameters
These parameters are displayed in the web interface:

m  Receiver Owner Name — The name of the receiver. (Range: 1-256 characters;
Default: None)

m  Type - Specifies the polling type as an sFlow polling data source for a specified
interface that polls periodically based on a specified time interval, or an sFlow
data source instance for a specific interface that takes samples periodically

based on the number of packets processed.

®m  Data Source — The source from which the samples will be taken and sent to a
collector.

® Instance ID — An instance ID used to identify the sampling source. (Range: 1)

®  Sampling Rate — The number of packets out of which one sample will be taken.
(Range: 256-16777215 packets; Default: Disabled)

®  Maximum Header Size — Maximum size of the sFlow datagram header.
(Range: 64-256 bytes)

Web Interface
To configure an sFlow sampling or polling instance:

1. Click Interface, sFlow.
2. Select Configure Details from the Step list.

3. Select Add from the Action list.
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4. Fill in the parameters for the sFlow instance, including sampling rate and

maximum header size.
5. Click Apply.

Figure 73: Configuring an sFlow Instance

Interface > sFlow

Step: [2. Configure Details | Action: [Add v

Receiver Owner Name

Type (@) Sampling (") Polling

Data Source Unit Port
Instance ID (1-1) ]

Sampling Rate (256-16777215)

Maximum Header Size (64-256) bytes

Web Interface
To show configured instances:

1. Click Interface, sFlow.
2. Select Configure Details from the Step list.

3. Select Show from the Action list.

4. Select the owner name from the scroll-down list.

5. Select sFlow type as Sampling or Polling.

Figure 74: Showing sFlow Instances

Interface > sFlow

Step: | 2 Configure Details ¥ | Action: | Show ¥

0
-9

' il

Receiver Owner Name | stat_server! ¥ |
Type (%) Sampling _) Poling

Sampling List Total 1

13 1 256

[ Deete |[ Reven |
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Traffic Segmentation

Enabling Traffic
Segmentation

If tighter security is required for passing traffic from different clients through
downlink ports on the local network and over uplink ports to the service provider,
port-based traffic segmentation can be used to isolate traffic for individual clients.
Data traffic on downlink ports is only forwarded to, and from, uplink ports.

Traffic belonging to each client is isolated to the allocated downlink ports. But the
switch can be configured to either isolate traffic passing across a client’s allocated
uplink ports from the uplink ports assigned to other clients, or to forward traffic
through the uplink ports used by other clients, allowing different clients to share
access to their uplink ports where security is less likely to be compromised.

Use the Interface > Traffic Segmentation (Configure Global) page to enable traffic
segmentation.

Parameters
These parameters are displayed:

Status — Enables port-based traffic segmentation. (Default: Disabled)

Uplink-to-Uplink Mode — Specifies whether or not traffic can be forwarded
between uplink ports assigned to different client sessions or between uplink
ports assigned to the same session.

Blocking — Blocks traffic between uplink ports.

Forwarding — Forwards traffic between uplink ports.

Web Interface
To enable traffic segmentation:

1. Click Interface, Traffic Segmentation.

2. Select Configure Global from the Step list.

3. Mark the Status check box, and set the required uplink-to-uplink mode.
4. Click Apply.
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Figure 75: Enabling Traffic Segmentation

Interface > Traffic Segmentation

Step: | 1. Configure Global :l

Status [~ Enabled

Uplink-to-Uplink Mode I Blocking * I

Apply Revert

Configuring Uplink Use the Interface > Traffic Segmentation (Configure Session) page to assign the

and Downlink Ports downlink and uplink ports to use in the segmented group. Ports designated as
downlink ports can not communicate with any other ports on the switch except for
the uplink ports. Uplink ports can communicate with any other ports on the switch
and with any designated downlink ports.

Command Usage
®  When traffic segmentation is enabled, the forwarding state for the uplink and
downlink ports assigned to different client sessions is shown below.

Table 10: Traffic Segmentation Forwarding

Destination Session #1 Session #1 Session #2 Session #2 Normal

Source Downlinks  Uplinks Downlinks  Uplinks Ports
Session #1 Blocking Forwarding  Blocking Blocking Blocking
Downlink Ports

Session #1 Forwarding ~ Forwarding  Blocking Blocking/ Forwarding
Uplink Ports Forwarding”

Session #2 Blocking Blocking Blocking Forwarding  Blocking
Downlink Ports

Session #2 Blocking Blocking/ Forwarding  Forwarding  Forwarding
Uplink Ports Forwarding*

Normal Ports Forwarding ~ Forwarding  Forwarding  Forwarding  Forwarding

*

The forwarding state for uplink-to-uplink ports is configured on the Configure Global
page (see page 116).

®  When traffic segmentation is disabled, all ports operate in normal forwarding
mode based on the settings specified by other functions such as VLANs and
spanning tree protocol.

B A port cannot be configured in both an uplink and downlink list.

B A port can only be assigned to one traffic-segmentation session.

® A downlink port can only communicate with an uplink port in the same session.

Therefore, it an uplink port is not configured for a session, the assigned
downlink ports will not be able to communicate with any other ports.
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® If a downlink port is not configured for the session, the assigned uplink ports
will operate as normal ports.
Parameters

These parameters are displayed:

Session ID — Traffic segmentation session. (Range: 1-4)

Direction — Adds an interface to the segmented group by setting the direction to
uplink or downlink. (Default: Uplink)

Interface — Displays a list of ports or trunks.
Port — Port Identifier.

Trunk — Trunk Identifier.

Web Interface
To configure the members of the traffic segmentation group:

1.

2.

5.

Click Interface, Traffic Segmentation.
Select Configure Session from the Step list.
Select Add from the Action list.

Enter the session ID, set the direction to uplink or downlink, and select the
interface to add.

Click Apply.

Figure 76: Configuring Members for Traffic Segmentation

Interface > Traffic Segmentation

Step: |2 Configure Session V| Action: [Add V|

Y = I E—

Direction [upink v |

Interface @ Port (1_54}|:| - |:|

) Trunk (1-28)

[ appy | Revert |
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To show the members of the traffic segmentation group:
1. Click Interface, Traffic Segmentation.

2. Select Configure Session from the Step list.

3. Select Show from the Action list.

Figure 77: Showing Traffic Segmentation Members

Interface > Traffic Segmentation U E
Step: |2.CunﬁgureSession '; Action: |Shuw vI

Session List Total: 2

r 1 Uplink Unit 1/ Port 1
r 1 Downlink Unit 1/ Port 2
Delete | Revert |

Excluded VLAN

Excluded VLANs provide port-based security and isolation between ports within an
assigned session. An Excluded VLAN session contains Uplink ports that can
communicate with all other ports in the session, and Downlink ports that can only
communicate with Uplink ports in the session. The Uplink ports are intended to
provide open access to an external network, such as the Internet, while the
Downlink ports provide restricted access to local users.

Command Usage

®  An Excluded VLAN session consists of defined Downlink ports, Uplink ports,
and VLANs. Up to 4 Excluded VLAN sessions can be configured on the switch,
and up to 8 VLANSs can be included in each session.

m  Packets from a Downlink port can only be forwarded to Uplink ports in the
same session.

B Packets from Uplink ports can be forwarded to any ports in the same session.
®  Uplink and Dowlink interfaces can include configured port trunks.

m A specified Uplink or Dowlink interface can only be assigned to one Excluded
VLAN session, it cannot be configured for multiple sessions at the same time.

Parameters
These parameters are displayed:

m  Session ID — Excluded VLAN session. (Range: 1-4)
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m  Direction — Add an interface to the session by setting the direction to Uplink or

Downlink. (Default: Uplink)

®  VLAN - Specifies a VLAN ID. (Range: 1-4094)

®  VLAN Mask — Specifies a binary bitmask that is applied to the VLAN ID to define
a range of VLANs. When a bit of the VLAN Mask is 1, the value of the
corresponding bit of the VLAN ID remains the same. When a bit of configured
VLAN Mask is O, the value of the corresponding bit of the VLAN ID is ignored.
For example, a VLAN ID of 1 (000000000001) with a VLAN Mask of 4092
(1171111111100) defines a range of VLAN IDs of 1-3. A VLAN Mask of 4095
(11TT111111117) defines a single VLAN ID. (Range: 0-4095)

® Interface — Specifies a range of ports or trunks.

»  Port — Port identifier or range.

»  Trunk — Trunk identifier or range.

Web Interface
To enable an excluded VLAN session:

1. Click Interface, Exclude VLAN.

2. Select Add from the Action list.

3. Configure a Session ID.

4. Set the interface direction, either Uplink or Downlink.

5. Set a VLAN ID or a VLAN ID range.

6. Specify the port or trunk interfaces.

7. Click Apply.

Figure 78: Configuring Excluded VLANs

Action: [Add v |

Interface = Exclude Vlan

Direction

Interface

Session 1D (1-4)

VLAN (1-4094)

VLAN Mask (0-4095) |:|

L 1

[upink |

L]
@ Port (154 |-[ |

() Trunk (1-28)

[ apply ][ Revert |
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To display the configured excluded VLAN sessions:
1. Click Interface, Excluded VLAN.
2. Select Show from the Action list.

Figure 79: Displaying Excluded VLANs

Interface = Exclude Vlan D Q

Action:

Session List Total: 1

| 1 Uplink Unit 1/ Port 9 33/4095

VLAN Trunking

Use the Interface > VLAN Trunking page to allow unknown VLAN groups to pass
through the specified interface.

Command Usage
m  Use this feature to configure a tunnel across one or more intermediate switches
which pass traffic for VLAN groups to which they do not belong.

The following figure shows VLANs 1 and 2 configured on switches A and B,
with VLAN trunking being used to pass traffic for these VLAN groups across
switches C, D and E.

Figure 80: Configuring VLAN Trunking

Without VLAN trunking, you would have to configure VLANs 1 and 2 on all
intermediate switches — C, D and E; otherwise these switches would drop any
frames with unknown VLAN group tags. However, by enabling VLAN trunking
on the intermediate switch ports along the path connecting VLANs T and 2, you
only need to create these VLAN groups in switches A and B. Switches C, D and
E automatically allow frames with VLAN group tags 1 and 2 (groups that are
unknown to those switches) to pass through their VLAN trunking ports.
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VLAN trunking is mutually exclusive with the “access” switchport mode (see
“Adding Static Members to VLANs” on page 130). If VLAN trunking is enabled
on an interface, then that interface cannot be set to access mode, and vice
versa.

To prevent loops from forming in the spanning tree, all unknown VLANSs will be
bound to a single instance (either STP/RSTP or an MSTP instance, depending
on the selected STA mode).

If both VLAN trunking and ingress filtering are disabled on an interface, packets
with unknown VLAN tags will still be allowed to enter this interface and will be
flooded to all other ports where VLAN trunking is enabled. (In other words,
VLAN trunking will still be effectively enabled for the unknown VLAN).

Parameters
These parameters are displayed:

Interface — Displays a list of ports or trunks.
Port — Port Identifier.
Trunk — Trunk Identifier.

VLAN Trunking Status — Enables VLAN trunking on the selected interface.

Web Interface
To enable VLAN trunking on a port or trunk:

. Click Interface, VLAN Trunking.
2. Click Port or Trunk to specify the interface type.
3. Enable VLAN trunking on any of the ports or on a trunk.

4. Click Apply.
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Figure 81: Configuring VLAN Trunking
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This chapter includes the following topics:

IEEE 802.1Q VLANs — Configures static and dynamic VLANs.

IEEE 802.1Q Tunneling — Configures QinQ tunneling to maintain customer-
specific VLAN and Layer 2 protocol configurations across a service provider
network, even when different customers use the same internal VLAN [Ds.

L2PT Tunneling — Configures Layer 2 Protocol Tunneling for the specified
protocol.

Protocol VLANs3 — Configures VLAN groups based on specified protocols.

IP Subnet VLANs3 — Maps untagged ingress frames to a specified VLAN if the
source address is found in the IP subnet-to-VLAN mapping table.

MAC-based VLANs3 — Maps untagged ingress frames to a specified VLAN if the
source MAC address is found in the IP MAC address-to-VLAN mapping table.

VLAN Mirroring — Mirrors traffic from one or more source VLANs to a target
port.

VLAN Translation — Maps VLAN IDs between the customer and the service
provider.

IEEE 802.1Q VLANs

In large networks, routers are used to isolate broadcast traffic for each subnet into
separate domains. This switch provides a similar service at Layer 2 by using VLANs
to organize any group of network nodes into separate broadcast domains. VLANs
confine broadcast traffic to the originating group, and can eliminate broadcast
storms in large networks. This also provides a more secure and cleaner network
environment.

An IEEE 802.1Q VLAN is a group of ports that can be located anywhere in the
network, but communicate as though they belong to the same physical segment.

3.

If a packet matches the rules defined by more than one of these functions, only one of them
is applied, with the precedence being MAC-based, IP subnet-based, protocol-based, and
then native port-based.
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VLANs help to simplify network management by allowing you to move devices to a
new VLAN without having to change any physical connections. VLANs can be easily
organized to reflect departmental groups (such as Marketing or R&D), usage
groups (such as e-mail), or multicast groups (used for multimedia applications such
as video conferencing).

VLANSs provide greater network efficiency by reducing broadcast traffic, and allow
you to make network changes without having to update IP addresses or IP subnets.
VLANs inherently provide a high level of network security since traffic must pass
through a configured Layer 3 link to reach a different VLAN.

This switch supports the following VLAN features:
Up to 4094 VLANs based on the IEEE 802.1Q standard

Distributed VLAN learning across multiple switches using explicit or implicit
tagging and GVRP protocol

Port overlapping, allowing a port to participate in multiple VLANs
End stations can belong to multiple VLANs

Passing traffic between VLAN-aware and VLAN-unaware devices
Priority tagging

Assigning Ports to VLANs

Before enabling VLANS for the switch, you must first assign each port to the VLAN
group(s) in which it will participate. By default all ports are assigned to VLAN 1 as
untagged ports. Add a port as a tagged port if you want it to carry traffic for one or
more VLANs, and any intermediate network devices or the host at the other end of
the connection supports VLANs. Then assign ports on the other VLAN-aware
network devices along the path that will carry this traffic to the same VLAN(s), either
manually or dynamically using GVRP. However, if you want a port on this switch to
participate in one or more VLANs, but none of the infermediate network devices
nor the host at the other end of the connection supports VLANS, then you should
add this port to the VLAN as an untagged port.

Note: VLAN-tagged frames can pass through VLAN-aware or VLAN-unaware
network interconnection devices, but the VLAN tags should be stripped off before
passing it on to any end-node host that does not support VLAN tagging.
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Figure 82: VLAN Compliant and VLAN Non-compliant Devices
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VLAN Classification — When the switch receives a frame, it classifies the frame in
one of two ways. If the frame is untagged, the switch assigns the frame to an
associated VLAN (based on the default VLAN ID of the receiving port). But if the
frame is tagged, the switch uses the tagged VLAN ID to identify the port broadcast
domain of the frame.

Port Overlapping — Port overlapping can be used to allow access to commonly
shared network resources among different VLAN groups, such as file servers or
printers. Note that if you implement VLANs which do not overlap, but still need to
communicate, you can connect them by enabled routing on this switch.

Untagged VLANs — Untagged VLANs are typically used to reduce broadcast traffic
and to increase security. A group of network users assigned to a VLAN form a
broadcast domain that is separate from other VLANs configured on the switch.
Packets are forwarded only between ports that are designated for the same VLAN.
Untagged VLANs can be used to manually isolate user groups or subnets. However,
you should use IEEE 802.3 tagged VLANs with GVRP whenever possible to fully
automate VLAN registration.

Automatic VLAN Registration — GVRP (GARP VLAN Registration Protocol) defines a
system whereby the switch can automatically learn the VLANs to which each end
station should be assigned. If an end station (or its network adapter) supports the
IEEE 802.1Q VLAN protocol, it can be configured to broadcast a message to your
network indicating the VLAN groups it wants to join. When this switch receives these
messages, it will automatically place the receiving port in the specified VLANs, and
then forward the message to all other ports. When the message arrives at another
switch that supports GVRP, it will also place the receiving port in the specified
VLANs, and pass the message on to all other ports. VLAN requirements are
propagated in this way throughout the network. This allows GVRP-compliant
devices to be automatically configured for VLAN groups based solely on end
station requests.

To implement GVRP in a network, first add the host devices to the required VLANs
(using the operating system or other application software), so that these VLANs can
be propagated onto the network. For both the edge switches attached directly to
these hosts, and core switches in the network, enable GVRP on the links between
these devices. You should also determine security boundaries in the network and
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disable GVRP on the boundary ports to prevent advertisements from being
propagated, or forbid those ports from joining restricted VLANs.

Note: If you have host devices that do not support GVRP, you should configure
static or untagged VLANs for the switch ports connected to these devices (as
described in “Adding Static Members to VLANs” on page 130). But you can still
enable GVRP on these edge switches, as well as on the core switches in the
network.

Figure 83: Using GVRP
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Forwarding Tagged/Untagged Frames

If you want to create a small port-based VLAN for devices attached directly to a
single switch, you can assign ports to the same untagged VLAN. However, to
participate in a VLAN group that crosses several switches, you should create a
VLAN for that group and enable tagging on all ports.

Ports can be assigned to multiple tagged or untagged VLANs. Each port on the
switch is therefore capable of passing tagged or untagged frames. When
forwarding a frame from this switch along a path that contains any VLAN-aware
devices, the switch should include VLAN tags. When forwarding a frame from this
switch along a path that does not contain any VLAN-aware devices (including the
destination host), the switch must first strip off the VLAN tag before forwarding the
frame. When the switch receives a tagged frame, it will pass this frame onto the
VLAN(s) indicated by the frame tag. However, when this switch receives an
untagged frame from a VLAN-unaware device, it first decides where to forward the
frame, and then inserts a VLAN tag reflecting the ingress port’s default VID.
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Configuring VLAN Use the VLAN > Static (Add) page to create or remove VLAN groups, set
Groups administrative status, or specify Remote VLAN type (see “Configuring Remote Port
Mirroring” on page 107). To propagate information about VLAN groups used on
this switch to external network devices, you must specify a VLAN ID for each of
these groups.

Parameters
These parameters are displayed:

Add

VLAN ID — ID of VLAN or range of VLANs (1-4094).
VLAN 1 is the default untagged VLAN.
Status — Enables or disables the specified VLAN.

Remote VLAN — Reserves this VLAN for RSPAN (see “Configuring Remote Port
Mirroring” on page 107).

Modify

VLAN ID — ID of configured VLAN (1-4094).

VLAN Name — Name of the VLAN (1 to 32 characters).

Status — Enables or disables the specified VLAN.

L3 Interface — Sets the interface to support Layer 3 configuration, and reserves
memory space required to maintain additional information about this interface

type. This parameter must be enabled before you can assign an IP address to a
VLAN (see “Setting the Switch’s IP Address (IP Version 4)” on page 637).

Show

VLAN ID — ID of configured VLAN.
VLAN Name — Name of the VLAN.

Status — Operational status of configured VLAN.

Remote VLAN — Shows if RSPAN is enabled on this VLAN (see “Configuring
Remote Port Mirroring” on page 107).

L3 Interface — Shows if the interface supports Layer 3 configuration.

Web Interface
To create VLAN groups:

1.

Click VLAN, Static.
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6. Click Apply.

Figure 84: Creating Static VLANs

. Select Add from the Action list.

. Enter a VLAN ID or range of IDs.
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Specify whether the VLANs are to be used for remote port mirroring.

VLAN > Static

Action: | Add

VLAHN ID (1-3094)
Status

Remote VLAN

2
«|Enabled

Enabled

Apply

Revert

To modify the configuration settings for VLAN groups:

1.

2.

6.

Click VLAN,

Static.

Select Modify from the Action list.

. Select the identifier of a configured VLAN.

interface.

Click Apply.

Modify the VLAN name or operational status as required.

Figure 85: Modifying Settings for Static VLANs

Enable the L3 Interface field to specify that a VLAN will be used as a Layer 3

VLAN > Static

Action: | Modity

VLANID (1-4094)
VLAN Name
Status

L3 Interface

1v
R&D
« Enabled

«| Enabled

Apply

Revert |
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Adding Static
Members to VLANs

To show the configuration settings for VLAN groups:
1. Click VLAN, Static.
2. Select Show from the Action list.

Figure 86: Showing Static VLANs

VLAN > Static &l

Action: | Show A

Static VLAN List Total 2

1 Defaultvian Enabled Disabled Enabled
2 R&D Enabled Disabled Enabled

Delete Revert

Use the VLAN > Static (Edit Member by VLAN, Edit Member by Interface, or Edit
Member by Interface Range) pages to configure port members for the selected
VLAN index, interface, or a range of interfaces. Use the menus for editing port
members to configure the VLAN behavior for specific interfaces, including the
mode of operation (Hybrid or 1Q Trunk), the default VLAN identifier (PVID),
accepted frame types, and ingress filtering. Assign ports as tagged if they are
connected to 802.1Q VLAN compliant devices, or untagged they are not
connected to any VLAN-aware devices. Or configure a port as forbidden to prevent
the switch from automatically adding it to a VLAN via the GVRP protocol.

Parameters
These parameters are displayed:

Edit Member by VLAN

®  VLAN - ID of configured VLAN (1-4094).

® Interface — Displays a list of ports or trunks.

®m  Port — Port Identifier.

®  Trunk — Trunk Identifier.

®  Mode - Indicates VLAN membership mode for an interface. (Default: Hybrid)

= Access - Sets the port to operate as an untagged interface. The port
transmits and receives untagged frames on a single VLAN only.

»  Hybrid — Specifies a hybrid VLAN interface. The port may transmit tagged
or unfagged frames.

=  1Q Trunk — Specifies a port as an end-point for a VLAN trunk. A trunk is a
direct link between two switches, so the port transmits tagged frames that
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identify the source VLAN. Note that frames belonging to the port’s default
VLAN (i.e., associated with the PVID) are also transmitted as tagged frames.

PVID — VLAN ID assigned to untagged frames received on the interface.
(Default: 1)

When using Access mode, and an interface is assigned to a new VLAN, its PVID
is automatically set to the identifier for that VLAN.

Acceptable Frame Type — Sets the interface to accept all frame types, including
tagged or untagged frames, or only tagged frames. When set to receive all
frame types, any received frames that are untagged are assigned to the port
default VLAN if not matched to a configured MAC VLAN, IP-subnet VLAN, or
protocol VLAN. (Options: All, Tagged; Default: All)

Ingress Filtering — Determines how to process frames tagged for VLANs for
which the ingress port is not a member. (Default: Disabled)

If ingress filtering is disabled and a port receives frames classified to VLANSs
for which it is not a member, these frames will be flooded to all other ports
that are members of the VLANS.

If ingress filtering is enabled and a port receives frames tagged for VLANs
for which it is not a member, these frames will be discarded.

Ingress filtering does not affect VLAN independent BPDU frames, such as
GVRP or STP. However, they do affect VLAN dependent BPDU frames, such
as GMRP.

Membership Type — Select VLAN membership for each interface by marking the
appropriate radio button for a port or trunk:

Tagged: Interface is a member of the VLAN. All packets transmitted by the
port will be tagged, that is, carry a tag and therefore carry VLAN or CoS
information.

Untagged: Interface is a member of the VLAN. All packets transmitted by
the port will be untagged, that is, not carry a tag and therefore not carry
VLAN or CoS information. Note that an interface must be assigned to at
least one group as an untagged port.

Forbidden: Interface cannot be included as a member of the VLAN via
GVRP. For more information, see “Configuring Dynamic VLAN Registration”
on page 134.

This attribute cannot be configured if the specified VLAN does not exist on
the switch.

None: Interface is not a member of the VLAN. Packets associated with this
VLAN will not be transmitted by the interface.
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Note: VLAN 1 is the default untagged VLAN containing all ports on the switch
using Hybrid mode.

Edit Member by Interface

All parameters are the same as those described under the preceding section for
Edit Member by VLAN.

Edit Member by Interface Range

All parameters are the same as those described under the earlier section for Edit
Member by VLAN, except for the items shown below.

®  Port Range — Displays a list of ports.

®  Trunk Range — Displays a list of ports.

Note: The PVID, acceptable frame type, and ingress filtering parameters for each
interface within the specified range must be configured on either the Edit Member
by VLAN or Edit Member by Interface page.

Web Interface
To configure static members by the VLAN index:

1. Click VLAN, Static.

2. Select Edit Member by VLAN from the Action list.
3. Select a VLAN from the scroll-down list.

4. Set the Interface type to display as Port or Trunk.

5. Modify the settings for any interface as required.

6. Click Apply.
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Figure 87: Configuring Static Members by VLAN Index
VLAN > Static e
Action: [ Edit Member by VLAN v
VLAN
Interface (® Port () Trunk
Static VLAN Port Member List Total: 17
2 ] VlEnabled O ® O | O
3 L] Ti[EreE O ® O O
4 [ ] A v [|Enabled O ® O O
5 [ ] A v WIEnabled O ® O O

To configure static members by interface:

1.
2.
3.
4.

5.

Click VLAN, Static.
Select Edit Member by Interface from the Action list.
Select a port or trunk configure.

Modify the settings for any interface as required.

Click Apply.

Figure 88: Configuring Static VLAN Members by Interface

VLAN > Static &
Action: | Edit Member by v
Interface (@) Port () Trunk
Mode
o
Acceptable Frame Type All W
Ingress Filtering [/]Enabled

Static VLAN Membership List Total: 2

1

9

O ®©
O @]

Q|
®|O

To configure static members by interface range:

1.

2

3

Click VLAN, Static.
. Select Edit Member by Interface Range from the Action list.

. Set the Interface type to display as Port or Trunk.
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Configuring Dynamic
VLAN Registration

6.

Enter an interface range.

Modify the VLAN parameters as required. Remember that the PVID, acceptable
frame type, and ingress filtering parameters for each interface within the
specified range must be configured on either the Edit Member by VLAN or Edit
Member by Interface page.

Click Apply.

Figure 89: Configuring Static VLAN Members by Interface Range

VLAN = Static

Action: [Edit Member by Interface Range |

Interface (@ Port () Trunk

Port Range (1-18) |:| R |:|

ode

VLAN ID (1-4094) |:| N |:|

Membership Type (®) Tagged (*) Untagged () Forbidden () None

Use the VLAN > Dynamic page to enable GVRP globally on the switch, or to
enable GVRP and adjust the protocol timers per interface.

Parameters
These parameters are displayed:

Configure General

GVRP Status — GVRP defines a way for switches to exchange VLAN information
in order to register VLAN members on ports across the network. VLANs are
dynamically configured based on join messages issued by host devices and
propagated throughout the network. GVRP must be enabled to permit
automatic VLAN registration, and to support VLANs which extend beyond the
local switch. (Default: Disabled)

Configure Interface

Interface — Displays a list of ports or trunks.

Port — Port Identifier.

Trunk — Trunk Identifier.

GVRP Status — Enables/disables GVRP for the interface. GVRP must be globally

enabled for the switch before this setting can take effect (using the Configure
General page). When disabled, any GVRP packets received on this port will be
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discarded and no GVRP registrations will be propagated from other ports.
(Default: Disabled)

GVRP cannot be enabled for ports set to Access mode (see “Adding Static
Members to VLANs” on page 130).

GVRP Timers — Timer settings must follow this rule:
2 x (join timer) < leave timer < leaveAll timer

Join — The interval between transmitting requests/queries to participate in a
VLAN group. (Range: 20-1000 centiseconds; Default: 20 centiseconds)

Leave — The inferval a port waits before leaving a VLAN group. This time
should be set to more than twice the join time. This ensures that after a
Leave or LeaveAll message has been issued, the applicants can rejoin
before the port actually leaves the group. (Range: 60-3000 centiseconds;
Default: 60 centiseconds)

LeaveAll — The interval between sending out a LeaveAll query message for
VLAN group participants and the port leaving the group. This interval
should be considerably larger than the Leave Time to minimize the amount
of traffic generated by nodes rejoining the group. (Range: 500-18000
centiseconds; Default: 1000 centiseconds)

Show Dynamic VIAN — Show VIAN

VLAN ID - Identifier of a VLAN this switch has joined through GVRP.

VLAN Name — Name of a VLAN this switch has joined through GVRP.

Status — Indicates if this VLAN is currently operational.
(Display Values: Enabled, Disabled)

Show Dynamic VILAN — Show VIAN Member

VLAN - Identifier of a VLAN this switch has joined through GVRP.

Interface — Displays a list of ports or trunks which have joined the selected
VLAN through GVRP.

Web Interface
To configure GVRP on the switch:

. Click VLAN, Dynamic.

2. Select Configure General from the Step list.

3. Enable or disable GVRP.

4. Click Apply.
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Figure 90: Configuring Global Status of GVRP

VLAN > Dynamic

Step: I1.ConﬁgureGeneral ZI

GVRP Status

¥ Enabled

APD'!l Ml

To configure GVRP status and timers on a port or trunk:

1. Click VLAN,

Dynamic.

2. Select Configure Interface from the Step list.

3. Set the Interface type to display as Port or Trunk.

4. Modify the GVRP status or timers for any interface.

5. Click Apply.

Figure 91: Configuring GVRP for an Interface

VLAN > Dynamic

Step: |2 Configure Interface v

Port List Total: 17

Interface  (®) Port () Trunk

2 Dok R
s Dl E—
C Do C—
s s —

To show the dynamic VLAN joined by this switch:

1. Click VLAN, Dynamic.

2. Select Show Dynamic VLAN from the Step list.

3. Select Show VLAN from the Action list.
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Figure 92: Showing Dynamic VLANs Registered on the Switch

VLAN > Dynamic @i

Step: |2, Show Dynamic VLAN | Action: |Show VLAN B

Dynamic VLAN List Total 2

120 | [ Enabled |
150 | | Enabled

To show the members of a dynamic VLAN:

1. Click VLAN, Dynamic.

2. Select Show Dynamic VLAN from the Step list.
3. Select Show VLAN Members from the Action list.

Figure 93: Showing the Members of a Dynamic VLAN

VLAN > Dynamic

Step: | 3. Show Dynamic VLAN ¥| Action: |Show VLAN Member ¥ |

VLAN [0 =]

Dynamic VLAN Member List Total 10
Unit 17 Port 1 [
Unit 1/ Port 4 |
Unit 1/ Port 10
Unit 1/Port 16
Unit 1/ Port 18
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IEEE 802.1Q Tunneling

I[EEE 802.1Q Tunneling (QinQ) is designed for service providers carrying traffic for
multiple customers across their networks. QinQ tunneling is used to maintain
customer-specific VLAN and Layer 2 protocol configurations even when different
customers use the same internal VLAN IDs. This is accomplished by inserting
Service Provider VLAN (SPVLAN) tags into the customer’s frames when they enter
the service provider’s network, and then stripping the tags when the frames leave
the network.

A service provider’s customers may have specific requirements for their internal
VLAN IDs and number of VLANs supported. VLAN ranges required by different
customers in the same service-provider network might easily overlap, and traffic
passing through the infrastructure might be mixed. Assigning a unique range of
VLAN IDs to each customer would restrict customer configurations, require
intensive processing of VLAN mapping tables, and could easily exceed the
maximum VLAN limit of 4096.

QinQ tunneling uses a single Service Provider VLAN (SPVLAN) for customers who
have multiple VLANs. Customer VLAN IDs are preserved and traffic from different
customers is segregated within the service provider’s network even when they use
the same customer-specific VLAN IDs. QinQ tunneling expands VLAN space by
using a VLAN-in-VLAN hierarchy, preserving the customer’s original tagged
packets, and adding SPVLAN tags to each frame (also called double tagging).

A port configured to support QinQ tunneling must be set to tunnel port mode. The
Service Provider VLAN (SPVLAN) ID for the specific customer must be assigned to
the QinQ tunnel access port on the edge switch where the customer traffic enters
the service provider’s network. Each customer requires a separate SPVLAN, but this
VLAN supports all of the customer's internal VLANs. The QinQ tunnel uplink port
that passes traffic from the edge switch into the service provider’s metro network
must also be added to this SPVLAN. The uplink port can be added to multiple
SPVLANSs to carry inbound traffic for different customers onto the service provider’s
network.

When a double-tagged packet enters another trunk port in an intermediate or core
switch in the service provider’s network, the outer tag is stripped for packet
processing. When the packet exits another trunk port on the same core switch, the
same SPVLAN tag is again added to the packet.

When a packet enters the trunk port on the service provider’s egress switch, the
outer tag is again stripped for packet processing. However, the SPVLAN tag is not
added when it is sent out the tunnel access port on the edge switch into the
customer’s network. The packet is sent as a normal IEEE 802.1Q-tagged frame,
preserving the original VLAN numbers used in the customer’s network.
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Figure 94: QinQ Operational Concept
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A QinQ tunnel port may receive either tagged or untagged packets. No matter
how many tags the incoming packet has, it is treated as tagged packet.

The ingress process does source and destination lookups. If both lookups are
successful, the ingress process writes the packet to memory. Then the egress
process transmits the packet. Packets entering a QinQ tunnel port are processed in
the following manner:

1. An SPVLAN tag is added to all outbound packets on the SPVLAN interface, no
matter how many tags they already have. The switch constructs and inserts the
outer tag (SPVLAN) into the packet based on the default VLAN ID and Tag
Protocol Identifier (TPID, that is, the ether-type of the tag), unless otherwise
defined as described under “Creating CVLAN to SPVLAN Mapping Entries” on
page 143. The priority of the inner tag is copied to the outer tag if it is a tagged
or priority tagged packet.

2. After successful source and destination lookup, the ingress process sends the
packet to the switching process with two tags. If the incoming packet is
untagged, the outer tag is an SPVLAN tag, and the inner tag is a dummy tag
(8100 0000). If the incoming packet is tagged, the outer tag is an SPVLAN tag,
and the inner tag is a CVLAN tag.

3. After packet classification through the switching process, the packet is written to
memory with one tag (an outer tag) or with two tags (both an outer tag and
inner tag).

4. The switch sends the packet to the proper egress port.

5. If the egress port is an untagged member of the SPVLAN, the outer tag will be
stripped. If it is a tagged member, the outgoing packets will have two tags.
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Layer 2 Flow for Packets Coming into a Tunnel Uplink Port
An uplink port receives one of the following packets:

Untagged
One tag (CVLAN or SPVLAN)
Double tag (CVLAN + SPVLAN)

The ingress process does source and destination lookups. If both lookups are
successful, the ingress process writes the packet to memory. Then the egress
process transmits the packet. Packets entering a QinQ uplink port are processed in
the following manner:

1. If incoming packets are untagged, the PVID VLAN native tag is added.

2. Ifthe ether-type of an incoming packet (single or double tagged) is not equal to
the TPID of the uplink port, the VLAN tag is determined to be a Customer VLAN
(CVLAN) tag. The uplink port’s PVID VLAN native tag is added to the packet.
This outer tag is used for learning and switching packets within the service
provider’s network. The TPID must be configured on a per port basis, and the
verification cannot be disabled.

3. Ifthe ether-type of an incoming packet (single or double tagged) is equal to the
TPID of the uplink port, no new VLAN tag is added. If the uplink port is not the
member of the outer VLAN of the incoming packets, the packet will be dropped
when ingress filtering is enabled. If ingress filtering is not enabled, the packet
will still be forwarded. If the VLAN is not listed in the VLAN table, the packet will

be dropped.

4. After successful source and destination lookups, the packet is double tagged.
The switch uses the TPID of 0x8100 to indicate that an incoming packet is
double-tagged. If the outer tag of an incoming double-tagged packet is equal
to the port TPID and the inner tag is 0x8100, it is treated as a double-tagged
packet. If a single-tagged packet has 0x8100 as its TPID, and port TPID is not
0x8100, a new VLAN tag is added and it is also treated as double-tagged
packet.

5. If the destination address lookup fails, the packet is sent to all member ports of
the outer tag's VLAN.

6. After packet classification, the packet is written to memory for processing as a
single-tagged or double-tagged packet.

7. The switch sends the packet to the proper egress port.

8. If the egress port is an untagged member of the SPVLAN, the outer tag will be
stripped. If it is a tagged member, the outgoing packet will have two tags.
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Configuration Limitations for QinQ

The native VLAN of uplink ports should not be used as the SPVLAN. If the
SPVLAN is the uplink port's native VLAN, the uplink port must be an untagged
member of the SPVLAN. Then the outer SPVLAN tag will be stripped when the

packets are sent out. Another reason is that it causes non-customer packets to
be forwarded to the SPVLAN.

Static trunk port groups are compatible with QinQ tunnel ports as long as the
QinQ configuration is consistent within a trunk port group.

The native VLAN (VLAN 1) is not normally added to transmitted frames. Avoid
using VLAN 1 as an SPVLAN tag for customer traffic to reduce the risk of
misconfiguration. Instead, use VLAN 1 as a management VLAN instead of a
data VLAN in the service provider network.

There are some inherent incompatibilities between Layer 2 and Layer 3
switching:
Tunnel ports do not support IP Access Control Lists.

Layer 3 Quality of Service (QoS) and other QoS features containing Layer
3 information are not supported on tunnel ports.

Spanning tree bridge protocol data unit (BPDU) filtering is automatically
disabled on a tunnel port.

General Configuration Guidelines for QinQ

1.

Enable Tunnel Status, and set the Tag Protocol Identifier (TPID) value of the
tunnel access port (in the Ethernet Type field). This step is required if the
attached client is using a nonstandard 2-byte ethertype to identify 802.1Q
tagged frames. The default ethertype value is 0x8100. (See “Enabling QinQ
Tunneling on the Switch” on page 142.)

. Create a Service Provider VLAN, also referred to as an SPVLAN (see

“Configuring VLAN Groups” on page 128).

. Configure the QinQ tunnel access port to Access mode (see “Adding an

Interface to a QinQ Tunnel” on page 145).

Configure the QinQ tunnel access port to join the SPVLAN as an untagged
member (see “Adding Static Members to VLANs” on page 130).

Configure the SPVLAN ID as the native VID on the QinQ tunnel access port
(see “Adding Static Members to VLANs” on page 130).

Configure the QinQ tunnel uplink port to Uplink mode (see “Adding an
Interface to a QinQ Tunnel” on page 145).
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7.

Configure the QinQ tunnel uplink port to join the SPVLAN as a tagged member
(see “Adding Static Members to VLANs” on page 130).

Enabling QinQ Use the VLAN > Tunnel (Configure Global) page to configure the switch to operate
Tunneling on in IEEE 802.1Q (QinQ) tunneling mode, which is used for passing Layer 2 traffic
the Switch across a service provider’s metropolitan area network. You can also globally set the
Tag Protocol Identifier (TPID) value of the tunnel port if the attached client is using a
nonstandard 2-byte ethertype to identify 802.1Q tagged frames.

Parameters
These parameters are displayed:

Tunnel Status — Sets the switch to QinQ mode. (Default: Disabled)

Ethernet Type — The Tag Protocol Identifier (TPID) specifies the ethertype of
incoming packets on a tunnel port. (Range: hexadecimal 0800-FFFF;
Default: 8100)

Use this field to set a custom 802.1Q ethertype value for the 802.1Q Tunnel
TPID. This feature allows the switch to interoperate with third-party switches that
do not use the standard 0x8100 ethertype to identify 802.1Q-tagged frames.
For example, if 0x1234 is set as the custom 802.1Q ethertype on a trunk port,
incoming frames containing that ethertype are assigned to the VLAN contained
in the tag following the ethertype field, as they would be with a standard
802.1Q trunk. Frames arriving on the port containing any other ethertype are
looked upon as untagged frames, and assigned to the native VLAN of that port.

The specified ethertype only applies to ports configured in Uplink mode (see
“Adding an Interface to a QinQ Tunnel” on page 145). If the port is in normal
mode, the TPID is always 8100. If the port is in Access mode, received packets
are processes as untfagged packets.

Avoid using well-known ethertypes for the TPID unless you can eliminate all
side effects. For example, sefting the TPID to 0800 hexadecimal (which is used
for IPv4) will interfere with management access through the web interface.

Web Interface
To enable QinQ Tunneling on the switch:

1.

2.

Click VLAN, Tunnel.
Select Configure Global from the Step list.

Enable Tunnel Status, and specify the TPID if a client attached to a tunnel port is
using a non-standard ethertype to identify 802.1Q tagged frames.

Click Apply.
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Figure 95: Enabling QinQ Tunneling

VLAN > Tunnel

Step: 1. Configure Global v|

Tunnel Status [[] Enabled

Ethernet Type

(800-FFFF, hexadecimal value)

]
100

Creating Use the VLAN > Tunnel (Configure Service) page to create a CVLAN to SPVLAN
CVLAN to SPVLAN mapping entry.

Mapping Entries

Command Usage

The inner VLAN tag of a customer packet entering the edge router of a service
provider’s network is mapped to an outer tag indicating the service provider
VLAN that will carry this traffic across the 802.1Q tunnel. By default, the outer
tag is based on the default VID of the edge router’s ingress port. This process is
performed in a transparent manner as described under “IEEE 802.1Q
Tunneling” on page 138.

When priority bits are found in the inner tag, these are also copied to the outer
tag. This allows the service provider to differentiate service based on the
indicated priority and appropriate methods of queue management at
intermediate nodes across the tunnel.

Rather than relying on standard service paths and priority queuing, QinQ VLAN
mapping can be used to further enhance service by defining a set of
differentiated service pathways to follow across the service provider’s network
for traffic arriving from specified inbound customer VLANS.

Note that all customer interfaces should be configured as access interfaces
(that is, a user-to-network interface) and service provider interfaces as uplink
interfaces (that is, a network-to-network interface). Use the Configure Interface
page described in the next section to set an interface to access or uplink mode.

Parameters
These parameters are displayed:

Interface — Port or trunk identifier.

C-VID (Customer VLAN ID) — VLAN ID or range of VLAN IDs for the inner VLAN
tag. (Range: 1-4094)

S-VID (Service VLAN ID) — VLAN ID for the outer VLAN tag. (Range: 1-4094)
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Web Interface
To configure a mapping entry:

1. Click VLAN, Tunnel.

2. Select Configure Service from the Step list.
3. Select Add from the Action list.

4. Select an interface from the Port list.

5. Specify the CVID to SVID mapping for packets exiting the specified port.

o

. Click Apply.

Figure 96: Configuring CVLAN to SPVLAN Mapping Entries

VLAN = Tunnel

Step: | 2. Configure Service V| Action: [Adcl V|

Interface @ unit |1 v | Port[1 | (O Trunk| «
Match Type (@ Tagged

e e N -
Action:

Assign S-VID (1-4094) |:|

[ apoly [ Revert |

To show the mapping table:
1. Click VLAN, Tunnel.

2. Select Configure Service from the Step list.
3. Select Show from the Action list.

4. Select an interface from the Port list.
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Figure 97: Showing CVLAN to SPVLAN Mapping Entries
VLAN = Tunnel

Step: |2 Configure Senvice | Action:

9]

Tunnel Service Subscriptions List Total: 1

O Eth 116 55 44

Default Service Total: 0

Discard Untagged Traffic Total: 0

The preceding example sets the SVID to 99 in the outer tag for egress packets
exiting port 1 when the packet’s CVID is 2. For a more detailed example, see the
“switchport dot1g-tunnel service match cvid” command in the CLI Reference

Guide.

Follow the guidelines under "Enabling QinQ Tunneling on the Switch" in the
preceding section to set up a QinQ tunnel on the switch. Then use the VLAN >
Tunnel (Configure Interface) page to set the tunnel mode for any participating
interface.

Command Usage

B Use the Configure Global page to set the switch to QinQ mode before
configuring a tunnel access port or tunnel uplink port (see “Enabling QinQ
Tunneling on the Switch” on page 142). Also set the Tag Protocol Identifier
(TPID) value of the tunnel access port if the attached client is using a
nonstandard 2-byte ethertype to identify 802.1Q tagged frames.

®m  Then use the Configure Interface page to set the access interface on the edge

switch to Access mode, and set the uplink interface on the switch attached to
the service provider network to Uplink mode.

Parameters
These parameters are displayed:

®  Interface — Displays a list of ports or trunks.
®  Port — Port Identifier.
®  Trunk — Trunk Identifier.

®  Mode — Sets the VLAN membership mode of the port.
m  None — The port operates in its normal VLAN mode. (This is the default.)

m  Access — Configures QinQ tunneling for a client access port to segregate
and preserve customer VLAN [Ds for traffic crossing the service provider
network.
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»  Uplink — Configures QinQ tunneling for an uplink port to another device
within the service provider network.

®  Priority Mapping — Copies the inner tag priority to the outer tag priority. When
priority bits are found in the inner tag, these are also copied to the outer tag.
This allows the service provider to differentiate service based on the indicated

priority and appropriate methods of queue management at intermediate nodes
across the tunnel.

Web Interface
To add an interface to a QinQ tunnel:

1. Click VLAN, Tunnel.
2. Select Configure Interface from the Step list.

3. Set the mode for any tunnel access port to Access and the tunnel uplink port to
Uplink.

4. Click Apply.

Figure 98: Adding an Interface to a QinQ Tunnel

VLAN > Tunnel &
Step: | 3. Configure Interface »
Interface (® Port () Trunk
802.1Q Tunnel Port List Total: 17
2
3
4 Enabled v
5] Uplink  » Enabled

L2PT Tunneling

When Layer 2 Protocol Tunneling (L2PT) is not used, protocol packets (e.g., STP)
are flooded to 802.1Q access ports on the same edge switch, but filtered from
802.1Q tunnel ports. This creates disconnected protocol domains in the
customer’s network.

L2PT can be used to pass various types of protocol packets belonging to the same
customer transparently across a service provider’s network. In this way, normally
segregated network segments can be configured to function inside a common
protocol domain.
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Command Usage
L2PT encapsulates protocol packets entering ingress ports on the service
provider’s edge switch, replacing the destination MAC address with a
proprietary MAC address (for example, the spanning tree protocol uses 10-12-
CF-00-00-02), a reserved address for other specified protocol types (as defined
in IEEE 802.1ad — Provider Bridges), or a user-defined address. All
intermediate switches carrying this traffic across the service provider’s network
treat these encapsulated packets in the same way as normal data, forwarding
them to the tunnel’s egress port. The egress port decapsulates these packets,
restores the proper protocol and MAC address information, and then floods
them onto the same VLANSs at the customer’s remote site (via all of the
appropriate tunnel ports and access ports# connected to the same metro

VLAN).

The way in which L2PT processes packets is based on the following criteria —
(1) packet is received on a QinQ uplink port, (2) packet is received on a QinQ
access port, or (3) received packet is Cisco-compatible L2PT (i.e., as indicated
by a proprietary MAC address).

Processing protocol packets defined in IEEE 802.Tad — Provider Bridges

When an [EEE 802.1ad protocol packet is received on an uplink port (i.e., an
802.1Q tunnel ingress port connecting the edge switch to the service provider
network)

with the destination address 01-80-C2-00-00-00,0B~0F (C-VLAN tag), it
is forwarded to all QinQ uplink ports and QinQ access ports in the same
S-VLAN for which L2PT is enabled for that protocol.

with the destination address 01-80-C2-00-00-01~0A (S-VLAN tag), it is
filtered, decapsulated, and processed locally by the switch if the protocol is
supported.

When a protocol packet is received on an access port (i.e., an 802.1Q trunk
port connecting the edge switch to the local customer network)

with the destination address 01-80-C2-00-00-00,0B~0F (C-VLAN), and

L2PT is enabled on the port, the frame is forwarded to all QinQ uplink
ports and QinQ access ports on which L2PT is enabled for that
protocol in the same S-VLAN.

L2PT is disabled on the port, the frame is decapsulated and processed
locally by the switch if the protocol is supported.

with destination address 01-80-C2-00-00-01~0A (S-VLAN), the frame is
filtered, decapsulated, and processed locally by the switch if the protocol is
supported.

4. Access ports in this context are 802.1Q trunk ports.
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Processing Cisco-compatible protocol packets

When a Cisco-compatible L2PT packet is received on an uplink port, and

recognized as a CDP/VTP/STP/PVST+ protocol packet (where STP means
STP/RSTP/MSTP), it is forwarded to the following ports in the same S-VLAN:
(a) all access ports for which L2PT has been disabled, and (b) all uplink
ports.

recognized as a Generic Bridge PDU Tunneling (GBPT) protocol packet
(i.e., having the destination address 01-00-0C-CD-CD-D0), it is forwarded
to the following ports in the same S-VLAN:

other access ports for which L2PT is enabled after decapsulating the
packet and restoring the proper protocol and MAC address
information.

all uplink ports.
When a Cisco-compatible L2PT packet is received on an access port, and

recognized as a CDP/VTP/STP/PVST+ protocol packet, and

L2PT is enabled on this port, it is forwarded to the following ports in the
same S-VLAN: (a) other access ports for which L2PT is enabled, and
(b) uplink ports after rewriting the destination address to make it a
GBPT protocol packet (i.e., setting the destination address to 01-00-
0C-CD-CD-D0).

L2PT is disabled on this port, it is forwarded to the following ports in the
same S-VLAN: (a) other access ports for which L2PT is disabled, and (b)
all uplink ports.

recognized as a GBPT protocol packet (i.e., having the destination address
01-00-0C-CD-CD-D0), and
L2PT is enabled on this port, it is forwarded to other access ports in the

same S-VLAN for which L2PT is enabled

L2PT is disabled on this port, it is forwarded to the following ports in the
same S-VLAN: (a) other access ports for which L2PT is disabled, and (b)
all uplink ports.

L2PT Functional Requirements

For L2PT to function properly, QinQ must be enabled on the switch (see
“Enabling QinQ Tunneling on the Switch”), and the interface configured to
802.1Q uplink mode (see “Adding an Interface to a QinQ Tunnel”).
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Use the VLAN > L2PT (Configure Global) page to configure the destination MAC
address for Layer 2 Protocol Tunneling.

Parameters
These parameters are displayed:

Tunnel MAC Address — The switch rewrites the destination MAC address in all
upstream L2PT protocol packets (e.g., STP BPDUs) to this value, and forwards them

on to uplink ports. (Format xx-xx-xx-xx-xx-xx or xxxxxxxxxxxx; Default: 01-12-CF-.00-
00-02, proprietary tunnel address)

Web Interface
To configure the destination MAC address for L2PT:

1. Click VLAN, L2PT.

2. Select Configure Global from the Step list.
3. Set the tunnel MAC address.

4. Click Apply.

Figure 99: Configuring the L2PT Tunnel Address

VLAN > L2PT

Step: | 1. Configure Global v

Tunnel MAC Address 01-12-CF-00-00-02 {20=X00- X=X X000 O X0000000000K)

Apply Revert

Use the VLAN > L2PT (Configure Interface) page to enable Layer 2 Protocol
Tunneling on selected interfaces.

Parameters
These parameters are displayed:

® Interface — Port or trunk identifier.

m  CDP - Cisco Discovery Protocol

m  LACP - Link Aggreation Control Protocol

m  LLDP - Link Layer Discovery Protocol

m  PVST+ - Cisco Per VLAN Spanning Tree Plus

®  Spanning Tree - Spanning Tree (STP, RSTP, MSTP)
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m VTP - Cisco VLAN Trunking Protocol

Web Interface

To enable the L2PT on selected interfaces:
1. Click VLAN, L2PT.
2. Select Configure Interface from the Step list.

3. Mark the protocols to be passed through the L2PT tunnel on the required
interfaces.

4. Click Apply.

Figure 100: Enabling L2PT on Required Interfaces

VLAN > L2PT &

Step: | 2. Configure Interface ~ |

L2PT Interface List Total: 54

Eth1/1 [[]Enabled [C]Enabled [C]Enabled [C]Enabled [C]Enabled [[]Enabled
Eth1/2 [[]Enabled [C]Enabled [C]Enabled [C]Enabled [C]Enabled [[]Enabled
Eth1/3 [[]Enabled [C]Enabled [C]Enabled [C]Enabled [C]Enabled [[]Enabled
Eth1/4 []Enabled []Enabled [] Enabled []Enabled []Enabled []Enabled
Eth1/5 [[]Enabled [C]Enabled [C]Enabled [C]Enabled [C]Enabled [[]Enabled

Protocol VLANSs

The network devices required to support multiple protocols cannot be easily
grouped into a common VLAN. This may require non-standard devices to pass
traffic between different VLANs in order to encompass all the devices participating
in a specific protocol. This kind of configuration deprives users of the basic benefits
of VLANSs, including security and easy accessibility.

To avoid these problems, you can configure this switch with protocol-based VLANs
that divide the physical network into logical VLAN groups for each required
protocol. When a frame is received at a port, its VLAN membership can then be
determined based on the protocol type being used by the inbound packets.

Command Usage
®  To configure protocol-based VLANS, follow these steps:

1. First configure VLAN groups for the protocols you want to use (see
“Configuring VLAN Groups” on page 128). Although not mandatory, we
suggest configuring a separate VLAN for each major protocol running on
your network. Do not add port members at this time.
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2. Create a protocol group for each of the protocols you want to assign to a
VLAN using the Configure Protocol (Add) page.

3. Then map the protocol for each interface to the appropriate VLAN using
the Configure Interface (Add) page.

When MAC-based, IP subnet-based, or protocol-based VLANs are supported
concurrently, priority is applied in this sequence, and then port-based VLANs
last.

Configuring Protocol Use the VLAN > Protocol (Configure Protocol - Add) page to create protocol
VLAN Groups groups.

Parameters
These parameters are displayed:

Frame Type — Choose either Ethernet, RFC 1042, or LLC Other as the frame
type used by this protocol.

Protocol Type — Specifies the protocol type to match. The available options are
IP, ARP, RARP and IPvé. If LLC Other is chosen for the Frame Type, the only
available Protocol Type is IPX Raw.

Protocol Group ID — Protocol Group ID assigned to the Protocol VLAN Group.
(Range: 1-2147483647)

Note: Traffic which matches IP Protocol Ethernet Frames is mapped to the VLAN
(VLAN 1) that has been configured with the switch's administrative IP. IP Protocol
Ethernet traffic must not be mapped to another VLAN or you will lose administrative
network connectivity to the switch. If lost in this manner, network access can be
regained by removing the offending Protocol VLAN rule via the console. Alternately,
the switch can be power-cycled, however all unsaved configuration changes will be
lost.

Web Interface
To configure a protocol group:

1. Click VLAN, Protocol.

2. Select Configure Protocol from the Step list.
3. Select Add from the Action list.

4. Select an entry from the Frame Type list.

5. Select an entry from the Protocol Type list.
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6. Enter an identifier for the protocol group.
7. Click Apply.

Figure 101: Configuring Protocol VLANs

VLAN > Protocol

Step: |1_Cunﬁgure Protocol :l Action: IAdd vI

Frame Type |Ethernet vl
Protocol Type IBSDG(ARP) vl
Protocol Group ID (1-2147483647) |1

Apply |  Rever

To configure a protocol group:

1. Click VLAN, Protocol.

2. Select Configure Protocol from the Step list.
3. Select Show from the Action list.

Figure 102: Displaying Protocol VLANs

VLAN = Protocol

Step: |1.Conﬂgumprmn:,nr =| Action: |Snewli

Protocol to Group Mapping Table Totat 5

[ Ethernet 0806 1

1 Ethernet 8035 2

I RFC 1042 08 00 1

- [ RFC 1042 ' 8035 3

L1 . LLC Other . FFFF 5
Delete | Revert |

Mapping Protocol Use the VLAN > Protocol (Configure Interface - Add) page to map a protocol
Groups to Interfaces group to a VLAN for each interface that will participate in the group.

Command Usage

®  When creating a protocol-based VLAN, only assign interfaces using this
configuration screen. If you assign interfaces using any of the other VLAN
menus such as the VLAN Static table (page 130), these interfaces will admit
traffic of any protocol type into the associated VLAN.
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When a frame enters a port that has been assigned to a protocol VLAN, it is
processed in the following manner:

If the frame is tagged, it will be processed according to the standard rules
applied to tagged frames.

If the frame is untagged and the protocol type matches, the frame is
forwarded to the appropriate VLAN.

If the frame is untagged but the protocol type does not match, the frame is
forwarded to the default VLAN for this interface.

Parameters
These parameters are displayed:

Interface — Displays a list of ports or trunks.
Port — Port Identifier.
Trunk — Trunk Identifier.

Protocol Group ID — Protocol Group ID assigned to the Protocol VLAN Group.
(Range: 1-2147483647)

VLAN ID — VLAN to which matching protocol traffic is forwarded.
(Range: 1-4094)

Priority — The priority assigned to untagged ingress traffic.
(Range: 0-7, where 7 is the highest priority)

Web Interface
To map a protocol group to a VLAN for a port or trunk:

1.

2.

Click VLAN, Protocol.

Select Configure Interface from the Step list.

. Select Add from the Action list.

Select a port or trunk.
Enter the identifier for a protocol group.
Enter the corresponding VLAN to which the protocol traffic will be forwarded.

Set the priority to assign to untagged ingress frames.

Click Apply.
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Figure 103: Assigning Interfaces to Protocol VLANs

VLAN > Protocol

Step: |2 Configure Inferface ¥ | Action: |Add v

Interface ® Port _.1 A Trurk | v
Protocol Group ID _.1 v

VLANID (1-4094)

Priority (0-T)

| Apply || Rewvert |

To show the protocol groups mapped to a port or trunk:
1. Click VLAN, Protocol.

2. Select Configure Interface from the Step list.

3. Select Show from the Action list.

4. Select a port or trunk.

Figure 104: Showing the Interface to Protocol Group Mapping

VLAN > Protocol ad

Step: |2. Conflgurehtsrfac,eﬂ Action: Isnow:i

Interface [ Pnrtll vl [ 2 'I'runkl vI

Port To Protocol Group Mapping Table Total 1

[] 1 2 0

Deletel Rmertl

Configuring IP Subnet VLANs
Use the VLAN > |P Subnet page to configure IP subnet-based VLANS.

When using port-based classification, all untagged frames received by a port are
classified as belonging to the VLAN whose VID (PVID) is associated with that port.

When IP subnet-based VLAN classification is enabled, the source address of
untagged ingress frames are checked against the IP subnet-to-VLAN mapping
table. If an entry is found for that subnet, these frames are assigned to the VLAN
indicated in the entry. If no IP subnet is matched, the untagged frames are classified
as belonging to the receiving port’s VLAN ID (PVID).
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Command Usage

Each IP subnet can be mapped to only one VLAN ID. An IP subnet consists of
an IP address and a mask. The specified VLAN need not be an existing VLAN.

When an untagged frame is received by a port, the source IP address is
checked against the IP subnet-to-VLAN mapping table, and if an entry is found,
the corresponding VLAN ID is assigned to the frame. If no mapping is found,
the PVID of the receiving port is assigned to the frame.

Packet forwarding within the IP subnet requires that the following conditions are
satisfied:

Inbound packet must be an IP packet (EtherType 0x0800).

The interface must be configured as a member of the subnet VLAN.

The IP address and subnet mask of the inbound packet must fall within
specified subnet VLAN

The above conditions mean that any ARP requests will not be forwarded within
the subnet VLAN because they are EtherType 0x0806 and do not meet the
requirements for an IP subnet VLAN.

Also, note that TCP/UDP port numbers are not considered when checking
whether or not packets are forwarded within the subnet VLAN

The IP subnet cannot be a broadcast or multicast IP address.

When MAC-based, IP subnet-based, or protocol-based VLANs are supported
concurrently, priority is applied in this sequence, and then port-based VLANs
last.

Parameters
These parameters are displayed:

IP Address — The IP address for a subnet. Valid IP addresses consist of four
decimal numbers, 0 to 255, separated by periods.

Subnet Mask — This mask identifies the host address bits of the IP subnet.

VLAN — VLAN to which matching IP subnet traffic is forwarded.
(Range: 1-4094)

Priority — The priority assigned to untagged ingress traffic.
(Range: 0-7, where 7 is the highest priority; Default: 0)

Web Interface
To map an IP subnet to a VLAN:

1.

Click VLAN, IP Subnet.

2. Select Add from the Action list.
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3. Enter an address in the IP Address field.
4. Enter a mask in the Subnet Mask field.

5. Enter the identifier in the VLAN field. Note that the specified VLAN need not
already be configured.

6. Enter a value to assign to untagged frames in the Priority field.
7. Click Apply.

Figure 105: Configuring IP Subnet VLANs

VLAN > IP Subnet

Action: [Add ¥

IP Address 192.168.1.0
Subnet Mask 255.255.255.0
VLAN (1-4094) 10
Priority (0-7) 1
|_Apply |[ Revert |
To show the configured IP subnet VLANs:
1. Click VLAN, IP Subnet.
2. Select Show from the Action list.
Figure 106: Showing IP Subnet VLANs
VLAN > IP Subnet (%

Action: | Show =]

IP Subnet to VLAN Mapping Table Total 1

] 192.168.1.0 255.255.255.0 10 0

DemelFlmrt'

Configuring MAC-based VLANSs

Use the VLAN > MAC-Based page to configure VLAN based on MAC addresses.
The MAC-based VLAN feature assigns VLAN IDs to ingress untagged frames
according to source MAC addresses.

When MAC-based VLAN classification is enabled, untagged frames received by a
port are assigned to the VLAN which is mapped to the frame’s source MAC
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address. When no MAC address is matched, untagged frames are assigned to the
receiving port’s native VLAN ID (PVID).

Command Usage

The MAC-to-VLAN mapping applies to all ports on the switch.

Source MAC addresses can be mapped to only one VLAN ID.

Configured MAC addresses cannot be broadcast or multicast addresses.
When MAC-based, IP subnet-based, or protocol-based VLANs are supported

concurrently, priority is applied in this sequence, and then port-based VLANs
last.

Parameters
These parameters are displayed:

MAC Address — A source MAC address which is to be mapped to a specific
VLAN. The MAC address must be specified in the format xx-xx-xx-xx-xx-xx.

Mask — Identifies a range of MAC addresses. (Range: 00-00-00-00-00-00 to
f-H-f-ff-H-1f)

The binary equivalent mask matching the characters in the front of the first non-
zero character must all be Ts (e.g., 111, i.e., it cannot be 101 or 001...). A

mask for the MAC address: 00-50-6e-00-5f-b1 translated into binary:

MAC: 00000000-01010000-01101110-00000000-01011111-10110001
could be: TTTTTTTT-T T X000 XX - XXX -XXXKXKXX - XXXXXXXX

So the mask in hexadecimal for this example could be:
H-fx-xx-xx-xx-xx/ff-c0-00-00-00-00/ff-e0-00-00-00-00

VLAN — VLAN to which ingress traffic matching the specified source MAC
address is forwarded. (Range: 1-4094)

Priority — The priority assigned to untagged ingress traffic. (Range: 0-7, where 7
is the highest priority; Default: 0)

Web Interface
To map a MAC address to a VLAN:

1.

2.

Click VLAN, MAC-Based.

Select Add from the Action list.

. Enter an address in the MAC Address field, and a mask to indicate a range of

addresses if required.
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4. Enter an identifier in the VLAN field. Note that the specified VLAN need not
already be configured.

5. Enter a value to assign to untagged frames in the Priority field.
6. Click Apply.

Figure 107: Configuring MAC-Based VLANs

VLAN > MAC-Based

Action: |Add v

MAC Address EDD—ab—cd-l1-23-33 (H-H XXX X-HH-XK OF XX H AN )
Mask (X=X X2 OF XN )
VLAN (1-4094) [10 ,

Priority (0-7)

| Revert |

To show the MAC addresses mapped to a VLAN:
1. Click VLAN, MAC-Based.
2. Select Show from the Action list.

Figure 108: Showing MAC-Based VLANs

VLAN > MAC-Based

Action: Sﬁow v

MAC-Based VLAN List Total 1

00-AB-CD-11-22-33 FF-FF-FF-FF-FF-FF 10 1]

| Delste || Revert |

Configuring VLAN Mirroring

Use the VLAN > Mirror (Add) page to mirror traffic from one or more source VLANs
to a target port for real-time analysis. You can then attach a logic analyzer or
RMON probe to the target port and study the traffic crossing the source VLAN(s) in
a completely unobtrusive manner.

Command Usage
m  All active ports in a source VLAN are monitored for ingress traffic only.

®m  All VLAN mirror sessions must share the same target port, preferably one that is
not a member of the source VLAN.
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®  When VLAN mirroring and port mirroring are both enabled, they must use the
same target port.

®  When VLAN mirroring and port mirroring are both enabled, the target port can
receive a mirrored packet twice; once from the source mirror port and again
from the source mirrored VLAN.

B The target port receives traffic from all monitored source VLANs and can
become congested. Some mirror traffic may therefore be dropped from the
target port.

®  When mirroring VLAN traffic or packets based on a source MAC address (see
“Configuring MAC Address Mirroring” on page 169), the target port cannot be
set to the same target ports as that used for port mirroring (see “Configuring
Local Port Mirroring” on page 105).

®  When traffic matches the rules for both port mirroring, and for mirroring of

VLAN traffic or packets based on a MAC address, the matching packets will not
be sent to target port specified for port mirroring.

Parameters
These parameters are displayed:

m  Source VLAN — A VLAN whose traffic will be monitored. (Range: 1-4094)

®  Target Port — The destination port that receives the mirrored traffic from the
source VLAN.

Web Interface
To configure VLAN mirroring:

1. Click VLAN, Mirror.

2. Select Add from the Action list.

3. Select the source VLAN, and select a target port.
4. Click Apply.

Figure 109: Configuring VLAN Mirroring

VLAN = Mirror

Action:

Source VLAN
Target Port
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To show the VLANs to be mirrored:
1. Click VLAN, Mirror.
2. Select Show from the Action list.

Figure 110: Showing the VLANs to Mirror

VLAN > Mirror =]
Action: |Show :J

VLAN Mirror List Total: 1

- 1 12

Configuring VLAN Translation

Use the VLAN > Translation (Add) page to map VLAN IDs between the customer
and service provider for networks that do not support IEEE 802.1Q tunneling.

Command Usage

®  QinQ tunneling uses double tagging to preserve the customer’s VLAN tags on
traffic crossing the service provider’s network. However, if any switch in the path
crossing the service provider’s network does not support this feature, then the
switches directly connected to that device can be configured to swap the
customer’s VLAN ID with the service provider’s VLAN ID for upstream traffic, or
the service provider’'s VLAN ID with the customer’s VLAN ID for downstream
traffic.

For example, assume that the upstream switch does not support QinQ
tunneling. Select Port 1, and set the Old VLAN to 10 and the New VLAN to 100
to map VLAN 10 to VLAN 100 for upstream traffic entering port 1, and VLAN
100 to VLAN 10 for downstream traffic leaving port 1 as shown below.

Figure 111: Configuring VLAN Translation

(VLAN 10) (VLAN 100)

EE—— 1 o — > upstream

(VLAN 100) (VLAN10)
downstream «—— -—

®  The maximum number of VLAN translation entries is 8 per port, and up to 96
for the system. However, note that configuring a large number of entries may
degrade the performance of other processes that also use the TCAM, such as IP
Source Guard filter rules, Quality of Service (QoS) processes, QinQ, MAC-
based VLANs, VLAN translation, or traps.
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m |f VLAN translation is set on an interface, and the same interface is also
configured as a QinQ access port on the VLAN > Tunnel (Configure Inferface)
page, VLAN tag assignments will be determined by the QinQ process, not by
VLAN translation.

Parameters
These parameters are displayed:

®  Port — Port identifier.

m Direction - Specifies to apply VLAN translation to ingress or egress traffic, or

both.
®  Old VLAN — The original VLAN ID. (Range: 1-4094)

®m  New VLAN — The new VLAN ID. (Range: 1-4094)

Web Interface
To configure VLAN translation:

1. Click VLAN, Translation.

2. Select Add from the Action list.

3. Select a port, and enter the original and new VLAN IDs.
4. Click Apply.

Figure 112: Configuring VLAN Translation

VLAN = Translation

Action:

Interface (@ Port () Trunk
Port
Direction

Old VLAN (1-4094) ]
New VLAN (1-4094) 1

To show the mapping entries for VLANSs translation:
1. Click VLAN, Translation.
2. Select Show from the Action list.

3. Select a port.
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Figure 113: Showing the Entries for VLAN Translation

VLAN > Translation

Acton:

@l

Interface
Port

|
|

(@ Port

VLAN Translation Table Total 2

Ingress

() Trunk

9

22

Egress

22
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Switches store the addresses for all known devices. This information is used to pass
traffic directly between the inbound and outbound ports. All the addresses learned
by monitoring traffic are stored in the dynamic address table. You can also
manually configure static addresses that are bound to a specific port.

This chapter describes the following topics:

®  Dynamic Address Cache — Shows dynamic entries in the address table.

®  Address Aging Time — Sets timeout for dynamically learned entries.

m  MAC Address Learning — Enables or disables address learning on an interface.

m  Static MAC Addresses — Configures static entries in the address table.

m  MAC Address Mirroring — Configures the mirroring of traffic matching a
specified source MAC address.

m  MAC Notification Traps — Issue trap when a dynamic MAC address is added or
removed.

Displaying the Dynamic Address Table

Use the MAC Address > Dynamic (Show Dynamic MAC) page to display the MAC
addresses learned by monitoring the source address for traffic entering the switch.
When the destination address for inbound traffic is found in the database, the
packets intended for that address are forwarded directly to the associated port.
Otherwise, the traffic is flooded to all ports.

Parameters
These parameters are displayed:

m  Sort Key - You can sort the information displayed based on MAC address,
VLAN or interface (port or trunk).

®m  MAC Address — Physical address associated with this inferface.

®  VLAN - ID of configured VLAN (1-4094).

® Interface — Indicates a port or trunk.
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®  Type — Shows that the entries in this table are learned.

(Values: Learned or Security, the last of which indicates Port Security)

m Life Time — Shows the time to retain the specified address.

Web Interface
To show the dynamic address table:

1. Click MAC Address, Dynamic.
2. Select Show Dynamic MAC from the Action list.

3. Select the Sort Key (MAC Address, VLAN, or Interface).

4. Enter the search parameters (MAC Address, VLAN, or Interface).

5. Click Query.

Figure 114: Displaying the Dynamic MAC Address Table

MAC Address > Dynamic

Action: | Show Dynamic MAC v

o
£

Query by:
Sort Key MAC Address v
MAC Address (2= 300 300 X M2 OF JOOC0O00NE)
VLAN
Interface = Port (1 v Trunk |«
Query
Dynamic MAC Address List Total 7
00-60-61-B1-84-4A 1 Unit 1 / Port 1 Leamn
00-E0-DC-10-90-01 1 Unit 17 Port 1 Learn
00-E0-4C-68-12-66 1 Unit 1/ Port 1 Learn
00-E0-4C-68-14-79 1 Unit 1/ Port 1 Leamn
CC-37-AB-A1-06-C0 1 Unit 1/ Port 3 Learn
CC-37-AB-A1-06-C3 1 Unit 1/ Port 3 | Leam
CC-37-AB-BB-DE-60 1 Unit 1/ Port 1 Learn

Delete on Timeout
Delete on Timeout
Delete on Timeout
Delete on Timeout
Delete on Timeout
Delete on Timeout
Delete on Timeout

Clearing the Dynamic Address Table

Use the MAC Address > Dynamic (Clear Dynamic MAC) page to remove any

learned entries from the forwarding database.

Parameters
These parameters are displayed:

m  Clear by — All entries can be cleared; or you can clear the entries for a specific
MAC address, all the entries in a VLAN, or all the entries associated with a port

or trunk.
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Web Interface

To clear the entries in the dynamic address table:
1. Click MAC Address, Dynamic.
2. Select Clear Dynamic MAC from the Action list.

3. Select the method by which to clear the entries (i.e., All, MAC Address, VLAN,
or Interface).

4. Enter information in the additional fields required for clearing entries by MAC
Address, VLAN, or Interface.

5. Click Clear.

Figure 115: Clearing Entries in the Dynamic MAC Address Table

MAC Address > Dynamic

Step: |ClearDynamic MAC  v]

Clear by: All v

Clear |

Changing the Aging Time

Use the MAC Address > Dynamic (Configure Aging) page to set the aging time for
entries in the dynamic address table. The aging time is used to age out dynamically
learned forwarding information.

Parameters
These parameters are displayed:

m  Aging Status — Enables/disables the function.

m  Aging Time — The time after which a learned entry is discarded. (Range: 6-
7200 seconds; Default: 300 seconds)

Web Interface
To set the aging time for entries in the dynamic address table:

1. Click MAC Address, Dynamic.
2. Select Configure Aging from the Action list.

3. Modify the aging status if required.

- 165 -



Chapter 6 | Address Table Settings
Configuring MAC Address Learning

4. Specify a new aging time.
5. Click Apply.

Figure 116: Setting the Address Aging Time

MAC Address > Dynamic

Action: | Configure Aging v

Aging Status # Enabled

Aging Time (6-7200) 300 Sec

| Apply | Rever

Configuring MAC Address Learning

Use the MAC Address > Learning Status page to enable or disable MAC address
learning on an interface.

Command Usage

®  When MAC address learning is disabled, the switch immediately stops learning
new MAC addresses on the specified interface. Only incoming traffic with
source addresses stored in the static address table (see “Setting Static
Addresses” on page 167) will be accepted as authorized to access the network
through that interface.

®  Dynamic addresses stored in the address table when MAC address learning is
disabled are flushed from the system, and no dynamic addresses are
subsequently learned until MAC address learning has been re-enabled. Any
device not listed in the static address table that attempts to use the interface
after MAC learning has been disabled will be prevented from accessing the
switch.

®  Also note that MAC address learning cannot be disabled if any of the following
conditions exist:

m  802.1X Port Authentication has been globally enabled on the switch (see
“Configuring 802.1X Global Settings” on page 313).

m  Security Status (see “Configuring Port Security” on page 309) is enabled on
the same interface.
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Parameters

These parameters are displayed:

®  Interface — Displays a list of ports or trunks.
®  Port — Port Identifier.

®  Trunk — Trunk Identifier.

m  Status — The status of MAC address learning. (Default: Enabled)

Web Interface
To enable or disable MAC address learning:

1. Click MAC Address, Learning Status.
2. Set the learning status for any interface.
3. Click Apply.

Figure 117: Configuring MAC Address Learning

MAC Address = Learning Status Q E
Action: Config Interf: W
Interface (@ Port () Trunk
Port Learning Status List Total: 13 [
1 [ Enabled
2 [+]Enabled
3 [+]Enabled
4 [ Enabled
5 [+ Enabled

Setting Static Addresses

Use the MAC Address > Static page to configure static MAC addresses. A static
address can be assigned to a specific interface on this switch. Static addresses are
bound to the assigned interface and will not be moved. When a static address is
seen on another interface, the address will be ignored and will not be written to the
address table.

Command Usage

The static address for a host device can be assigned to a specific port within a
specific VLAN. Use this command to add static addresses to the MAC Address
Table. Static addresses have the following characteristics:

m  Static addresses are bound to the assigned interface and will not be moved.

When a static address is seen on another interface, the address will be ignored
and will not be written to the address table.
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Static addresses will not be removed from the address table when a given
interface link is down.

A static address cannot be learned on another port until the address is removed
from the table.

Parameters
These parameters are displayed:

Add Static Address
VLAN — ID of configured VLAN. (Range: 1-4094)

Interface — Port or trunk associated with the device assigned a static address.

MAC Address — Physical address of a device mapped to this interface. Enter an
address in the form of xx-xx-Xx-xx-Xx-XX OF XXXXXXXXXX.

Static Status — Sets the time to retain the specified address.
Delete-on-reset - Assignment lasts until the switch is reset.

Permanent - Assignment is permanent. (This is the default.)

Show Static Address
The following additional fields are displayed on this web page:

Type — Displays the address configuration method. (Values: CPU, Config, or
Security, the last of which indicates Port Security)

Life Time — The duration for which this entry applies. (Values: Delete On Reset,
Delete On Timeout, Permanent)

Web Interface
To configure a static MAC address:

1. Click MAC Address, Static.
2. Select Add from the Action list.

3. Specify the VLAN, the port or trunk to which the address will be assigned, the
MAC address, and the time to retain this entry.

4. Click Apply.
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Figure 118: Configuring Static MAC Addresses

MAC Address > Static

Action: Add v

VLAN 1v

Interface ® Port[1 v Trunk | v

MAC Address 00-12-cf-94-34-da { =30 - M- D00 O JOOO00ON0000K)
Static Status Permanent v

| Apply Revert

To show the static addresses in MAC address table:
1. Click MAC Address, Static.
2. Select Show from the Action list.

Figure 119: Displaying Static MAC Addresses

MAC Address > Static a E
Action: |Show =|

Static MAC Address to Interface Mapping Table Total: 2

m 00-00-0C-00-00-FD 1 cPy cPU Delete on Reset
| | 00-12-CF-94-34-DA 1 Unit 1/Port 1 Config Permanent

Configuring MAC Address Mirroring

Use the MAC Address > Mirror (Add) page to mirror traffic matching a specified
source address from any port on the switch to a target port for real-time analysis.
You can then attach a logic analyzer or RMON probe to the target port and study
the traffic crossing the source port in a completely unobtrusive manner.

Command Usage

®  When mirroring traffic from a MAC address, ingress traffic with the specified
source address entering any port in the switch, other than the target port, will
be mirrored to the destination port.

®  All mirror sessions must share the same destination port.
®  Spanning Tree BPDU packets are not mirrored to the target port.
®  When mirroring port traffic, the target port must be included in the same VLAN

as the source port when using MSTP (see “Spanning Tree Algorithm” on
page 173).
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®  When mirroring VLAN traffic (see “Configuring VLAN Mirroring” on page 158)
or packets based on a source MAC address, the target port cannot be set to the
same target ports as that used for port mirroring (see “Configuring
Local Port Mirroring” on page 105).

®  When traffic matches the rules for both port mirroring, and for mirroring of

VLAN traffic or packets based on a MAC address, the matching packets will not
be sent to target port specified for port mirroring.

Parameters
These parameters are displayed:

B Source MAC — MAC address in the form of xx-Xxx-xx-XX-XX-XX OF XXXXXXXXXXXX.

®  Target Port — The port that will mirror the traffic from the source port. (Range: 1-
18)

Web Interface
To mirror packets based on a MAC address:

1. Click MAC Address, Mirror.

2. Select Add from the Action list.

3. Specify the source MAC address and destination port.
4. Click Apply.

Figure 120: Mirroring Packets Based on the Source MAC Address

MAC Address = Mirror

Action:
Source MAC |I1-22-33-44-55-SB | {00000 O HD0D0000000)
Target Port

To show the MAC addresses to be mirrored:
1. Click MAC Address, Mirror.

2. Select Show from the Action list.
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Figure 121: Showing the Source MAC Addresses to Mirror

MAC Address > Mirror a[
Action: ISnnw =l

MAC Mirror List Total 1

r 11-22-33-44 5565 10”2

Delete | Revert

Issuing MAC Address Traps

Use the MAC Address > MAC Notification pages to send SNMP traps (i.e., SNMP
notifications) when a dynamic MAC address is added or removed.

Parameters
These parameters are displayed:

Configure Global

®  MAC Notification Traps — Issues a trap when a dynamic MAC address is added
or removed. (Default: Disabled)

®m  MAC Notification Trap Interval — Specifies the interval between issuing two
consecutive traps. (Range: 1-3600 seconds; Default: 1 second)

Configure Interface

®  Port — Port Identifier.

®m  MAC Notification Trap — Enables MAC authentication traps on the current
interface. (Default: Disabled)

MAC authentication traps must be enabled at the global level for this attribute
to take effect.

Web Interface
To enable MAC address traps at the global level:

1. Click MAC Address, MAC Notification.
2. Select Configure Global from the Step list.
3. Configure MAC notification traps and the transmission interval.

4. Click Apply.

- 171 -



Chapter 6 | Address Table Settings

Issuing MAC Address Traps

Figure 122: Issuing MAC Address Traps (Global Configuration)

MAC Address = MAC Notification

Step: |1.CunﬁgureGIuba! _v_l

MAC HNotification Traps [~ Enabled

MAC Notification Trap Interval (1-3600) I 1 sec

Apnlyl Revel‘ll

To enable MAC address traps at the interface level:

1. Click MAC Address, MAC Notification.

2. Select Configure Interface from the Step list.

3. Enable MAC notification traps for the required ports.
4. Click Apply.

Figure 123: Issuing MAC Address Traps (Interface Configuration)

MAC Address > MAC Notification &
Step: | 2. Config W
Interface @ Port () Trunk
Port List Total: 13 [l =
1 [ |Enabled
2 []Enabled
3 []Enabled
4 ["]Enabled
5 [ |Enabled

- 172 -




Spanning Tree Algorithm

This chapter describes the following basic topics:
Loopback Detection — Configures detection and response to loopback BPDUs.

Global Settings for STA — Configures global bridge settings for STP, RSTP and
MSTP.

Interface Settings for STA — Configures interface settings for STA, including
priority, path cost, link type, and designation as an edge port.

Global Settings for MSTP — Sets the VLANs and associated priority assigned to
an MST instance

Interface Settings for MSTP — Configures interface settings for MSTP, including
priority and path cost.

Overview

The Spanning Tree Algorithm (STA) can be used to detect and disable network
loops, and to provide backup links between switches, bridges or routers. This
allows the switch to interact with other bridging devices (that is, an STA-compliant
switch, bridge or router) in your network to ensure that only one route exists
between any two stations on the network, and provide backup links which
automatically take over when a primary link goes down.

The spanning tree algorithms supported by this switch include these versions:
STP — Spanning Tree Protocol (IEEE 802.1D)
RSTP — Rapid Spanning Tree Protocol (IEEE 802.1w)
MSTP — Multiple Spanning Tree Protocol (IEEE 802.15)

STP — STP uses a distributed algorithm to select a bridging device (STP-compliant
switch, bridge or router) that serves as the root of the spanning tree network. It
selects a root port on each bridging device (except for the root device) which incurs
the lowest path cost when forwarding a packet from that device to the root device.
Then it selects a designated bridging device from each LAN which incurs the lowest
path cost when forwarding a packet from that LAN to the root device. All ports
connected to designated bridging devices are assigned as designated ports. After
determining the lowest cost spanning tree, it enables all root ports and designated
ports, and disables all other ports. Network packets are therefore only forwarded
between root ports and designated ports, eliminating any possible network loops.
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Figure 124: STP Root Ports and Designated Ports

Designated
Root

Designated ) ( :33?
Designated Port (0]
‘ Bridge

Once a stable network topology has been established, all bridges listen for Hello
BPDUs (Bridge Protocol Data Units) transmitted from the Root Bridge. If a bridge
does not get a Hello BPDU after a predefined interval (Maximum Age), the bridge
assumes that the link to the Root Bridge is down. This bridge will then initiate
negotiations with other bridges to reconfigure the network to reestablish a valid
network topology.

RSTP — RSTP is designed as a general replacement for the slower, legacy STP. RSTP
is also incorporated into MSTP. RSTP achieves much faster reconfiguration (i.e.,
around 1 to 3 seconds, compared to 30 seconds or more for STP) by reducing the
number of state changes before active ports start learning, predefining an alternate
route that can be used when a node or port fails, and retaining the forwarding
database for ports insensitive to changes in the tree structure when reconfiguration
occurs.

MSTP — When using STP or RSTP, it may be difficult to maintain a stable path
between all VLAN members. Frequent changes in the tree structure can easily
isolate some of the group members. MSTP (which is based on RSTP for fast
convergence) is designed to support independent spanning trees based on VLAN
groups. Using multiple spanning trees can provide multiple forwarding paths and
enable load balancing. One or more VLANs can be grouped into a Multiple
Spanning Tree Instance (MSTI). MSTP builds a separate Multiple Spanning Tree
(MST) for each instance to maintain connectivity among each of the assigned VLAN
groups. MSTP then builds a Internal Spanning Tree (IST) for the Region containing
all commonly configured MSTP bridges.

Figure 125: MSTP Region, Internal Spanning Tree, Multiple Spanning Tree

IST MST 1
(for this Region)

Region R

MST 2
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An MST Region consists of a group of interconnected bridges that have the same
MST Configuration Identifiers (including the Region Name, Revision Level and
Configuration Digest — see “Configuring Multiple Spanning Trees” on page 191).
An MST Region may contain multiple MSTP Instances. An Internal Spanning Tree
(IST) is used to connect all the MSTP switches within an MST region. A Common
Spanning Tree (CST) interconnects all adjacent MST Regions, and acts as a virtual
bridge node for communications with STP or RSTP nodes in the global network.

Figure 126: Spanning Tree — Common Internal, Common, Internal

Region 1 Region 1

CIST CST

Region 4 Region 4

Region 2 Region 2

MSTP connects all bridges and LAN segments with a single Common and Internal
Spanning Tree (CIST). The CIST is formed as a result of the running spanning tree
algorithm between switches that support the STP, RSTP, MSTP protocols.

Once you specify the VLANSs to include in a Multiple Spanning Tree Instance (MSTI),
the protocol will automatically build an MSTI tree to maintain connectivity among
each of the VLANs. MSTP maintains contact with the global network because each
instance is treated as an RSTP node in the Common Spanning Tree (CST).

Configuring Loopback Detection

Use the Spanning Tree > Loopback Detection page to configure loopback
detection on an interface. When loopback detection is enabled and a port or trunk
receives it's own BPDU, the detection agent drops the loopback BPDU, sends an
SNMP trap, and places the interface in discarding mode. This loopback state can
be released manually or automatically. If the interface is configured for automatic
loopback release, then the port will only be returned to the forwarding state if one
of the following conditions is satisfied:

The interface receives any other BPDU except for it's own, or;
The interface link status changes to link down and then link up again, or;

The interface ceases to receive it’s own BPDUs in a forward delay interval.

Note: If loopback detection is not enabled and an interface receives it's own
BPDU, then the interface will drop the loopback BPDU according to IEEE Standard
802.1w-2001 9.3.4 (Note 1).
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Note: Loopback detection will not be active if Spanning Tree is disabled on the
switch.

Note: When configured for manual release mode, then a link down/up event will
not release the port from the discarding state.

Parameters
These parameters are displayed:

Interface — Displays a list of ports or trunks.
Status — Enables loopback detection on this interface. (Default: Disabled)

Trap — Enables SNMP trap notification for loopback events on this interface.
(Default: Disabled)

Release Mode — Configures the interface for automatic or manual loopback
release. (Default: Auto)

Release — Allows an interface to be manually released from discard mode. This
is only available if the interface is configured for manual release mode.

Action — Sets the response for loopback detection to shut down the interface.
(Default: Shutdown)

Shutdown Interval — The duration to shut down the interface.
(Range: 60-86400 seconds; Default: 60 seconds)

If an interface is shut down due to a detected loopback, and the release mode
is set to “Auto,” the selected interface will be automatically enabled when the
shutdown interval has expired.

If an interface is shut down due to a detected loopback, and the release mode
is set to “Manual,” the interface can be re-enabled using the Release button.

Web Interface
To configure loopback detection:

1.

2.

Click Spanning Tree, Loopback Detection.

Click Port or Trunk to display the required interface type.

. Modify the required loopback detection attributes.

Click Apply
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Figure 127: Configuring Port Loopback Detection

Spanning Tree = Loopback Detection Q G
Interface (@) Port () Trunk
Loopback Detection Port List Total: 13 Al
(Port| staws | Trap | RelasoMode | Relesss |  Actn | shutdownimenal G086400sec) |
1 ["|Enabled []Enabled Release
2 [JEnabled | [ |Enabled Release
3 [|Enabled [|Enabled Release
4 ["|Enabled []Enabled Release
5 ["|Enabled []Enabled Auto WV Release
6 [|Enabled [|Enabled Release
7 [ |Enabled [ ]Enabled Auto WV Release
] ["|Enabled []Enabled Release
9 ["|Enabled []Enabled Auto W Release
10 | [ |Enabled | [ |Enabled Ao v Release

Configuring Global Settings for STA

Use the Spanning Tree > STA (Configure Global - Configure) page to configure
global settings for the spanning tree that apply to the entire switch.

p—

Command Usage
®  Spanning Tree Protocol®

This option uses RSTP set to STP forced compatibility mode. It uses RSTP for the
internal state machine, but sends only 802.1D BPDUs. This creates one
spanning tree instance for the entire network. If multiple VLANs are
implemented on a network, the path between specific VLAN members may be
inadvertently disabled to prevent network loops, thus isolating group members.
When operating multiple VLANs, we recommend selecting the MSTP option.

®  Rapid Spanning Tree Protocols

RSTP supports connections to either STP or RSTP nodes by monitoring the
incoming protocol messages and dynamically adjusting the type of protocol
messages the RSTP node transmits, as described below:

m  STP Mode - If the switch receives an 802.1D BPDU (i.e., STP BPDU) after a
port’s migration delay timer expires, the switch assumes it is connected to
an 802.1D bridge and starts using only 802.1D BPDU:s.

m  RSTP Mode — If RSTP is using 802.1D BPDUs on a port and receives an
RSTP BPDU after the migration delay expires, RSTP restarts the migration
delay timer and begins using RSTP BPDUs on that port.

5. STP and RSTP BPDUs are transmitted as untagged frames, and will cross any VLAN
boundaries.
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Multiple Spanning Tree Protocol

MSTP generates a unique spanning tree for each instance. This provides
multiple pathways across the network, thereby balancing the traffic load,
preventing wide-scale disruption when a bridge node in a single instance fails,
and allowing for faster convergence of a new topology for the failed instance.

To allow multiple spanning trees to operate over the network, you must
configure a related set of bridges with the same MSTP configuration,
allowing them to participate in a specific set of spanning tree instances.

A spanning tree instance can exist only on bridges that have compatible
VLAN instance assignments.

Be careful when switching between spanning tree modes. Changing modes
stops all spanning-tree instances for the previous mode and restarts the
system in the new mode, temporarily disrupting user traffic.

Parameters
These parameters are displayed:

Basic Configuration of Global Settings
Spanning Tree Status — Enables/disables STA on this switch. (Default: Enabled)
Spanning Tree Type — Specifies the type of spanning tree used on this switch:

STP: Spanning Tree Protocol (IEEE 802.1D); i.e., when this option is
selected, the switch will use RSTP set to STP forced compatibility mode).

RSTP: Rapid Spanning Tree (IEEE 802.1w); RSTP is the default.
MSTP: Multiple Spanning Tree (IEEE 802.15s)

Priority — Bridge priority is used in selecting the root device, root port, and
designated port. The device with the highest priority becomes the STA root
device. However, if all devices have the same priority, the device with the lowest
MAC address will then become the root device. (Note that lower numeric
values indicate higher priority.)

Default: 32768
Range: 0-61440, in steps of 4096

Options: 0, 4096, 8192, 12288, 16384, 20480, 24576, 28672, 32768,
36864, 40960, 45056, 49152, 53248, 57344, 61440

BPDU Flooding — Configures how the system floods BPDUs to other ports when
spanning tree is disabled globally on the switch or disabled on specific ports.

To VLAN: Floods BPDUs to all other spanning tree-disabled ports within the
receiving port’s native VLAN (i.e., as determined by port’s PVID).
This is the default.
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To All: Floods BPDUs to all other spanning tree-disabled ports on the
switch.

The setting has no effect if BPDU flooding is disabled on a port (see
"Configuring Interface Settings for STA").

Cisco Prestandard Status — Configures spanning tree operation to be
compatible with Cisco prestandard versions. (Default: Disabled)

Cisco prestandard versions prior to Cisco IOS Release 12.2(25)SEC do not
fully follow the IEEE standard, causing some state machine procedures to
function incorrectly. This command forces the spanning tree protocol to
function in a manner compatible with Cisco prestandard versions.

Advanced Configuration Settings

The following attributes are based on RSTP, but also apply to STP since the switch
uses a backwards-compatible subset of RSTP to implement STP, and also apply to
MSTP which is based on RSTP according to the standard:

Path Cost Method — The path cost is used to determine the best path between
devices. The path cost method is used to determine the range of values that
can be assigned to each interface.

Long: Specifies 32-bit based values that range from 1-200,000,000.
(This is the default.)

Short: Specifies 16-bit based values that range from 1-65535.

Transmission Limit — The maximum number of BPDU transmissions permitted
within the Hello Time interval. (Range: 1-10; Default: 3)

When the Switch Becomes Root

Hello Time — Interval (in seconds) at which the root device transmits a
configuration message.

Default: 2

Minimum: 1

Maximum: The lower of 10 or [(Max. Message Age / 2) -1]

Maximum Age — The maximum time (in seconds) a device can wait without
receiving a configuration message before attempting to reconverge. All device
ports (except for designated ports) should receive configuration messages at
regular intervals. Any port that ages out STA information (provided in the last
configuration message) becomes the designated port for the attached LAN. If it
is a root port, a new root port is selected from among the device ports attached
to the network. (References to “ports” in this section mean “interfaces,” which
includes both ports and trunks.)

Default: 20
Minimum: The higher of 6 or [2 x (Hello Time + 1)]
Maximum: The lower of 40 or [2 x (Forward Delay - 1)]
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Forward Delay — The maximum time (in seconds) this device will wait before
changing states (i.e., discarding to learning to forwarding). This delay is
required because every device must receive information about topology
changes before it starts to forward frames. In addition, each port needs time to
listen for conflicting information that would make it return to a discarding state;
otherwise, temporary data loops might result.

Default: 15

Minimum: The higher of 4 or [(Max. Message Age / 2) + 1]

Maximum: 30
RSTP does not depend on the forward delay timer in most cases. It is able to
confirm that a port can transition to the forwarding state without having to rely
on any timer configuration. To achieve fast convergence, RSTP relies on the use

of edge ports, and automatic detection of point-to-point link types, both of
which allow a port to directly transition to the forwarding state.

Configuration Settings for MSTP

Max Instance Numbers — The maximum number of MSTP instances to which
this switch can be assigned.

Configuration Digest — An MD5 signature key that contains the VLAN ID to

MST ID mapping table. In other words, this key is a mapping of all VLANs to
the CIST.

Region Revision® — The revision for this MSTI. (Range: 0-65535; Default: 0)

Region Names — The name for this MSTI. (Maximum length: 32 characters;
Default: switch’s MAC address)

Max Hop Count — The maximum number of hops allowed in the MST region
before a BPDU is discarded. (Range: 1-40; Default: 20)

NOTE: Region Revision and Region Name and are both required to uniquely
identify an MST region.

Web Interface
To configure global STA settings:

. Click Spanning Tree, STA.
2. Select Configure Global from the Step list.

3. Select Configure from the Action list.

6. The MST name and revision number are both required to uniquely identify an MST region.
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4. Modify any of the required attributes. Note that the parameters displayed for
the spanning tree types (STP, RSTP, MSTP) varies as described in the preceding

section.

5. Click Apply

Figure 128: Configuring Global Settings for STA (STP)

Spanning Tree > STA

Step: | 1. Configure Global | | Action: |Configure |
Spanning Tree Status [¥ Enabled
Spanning Tree Type I STP VI

Priority (0-61440, in steps of 4096) |32?68

BPDU Flooding To VLAN ¥
Cisco Prestandard Status [~ Enabled
Advanced:

Path Cost Method ILong vI
Transmission Limit (1-10) |3

When the Switch Becomes Root:

Hello Time (1-10) |2 sec
Maximum Age (6-40) |20 sec

Forward Delay (4-30) 15 Sec

Mote: 2 * (Hello Time + 1) <= Max Age <= 2 * (Forward Delay - 1)

Apply | Revert |

Figure 129: Configuring Global Settings for STA (RSTP)

Spanning Tree > STA

Step: |1_Cnnﬂgure Global  w| Action: |Configure |
Spanning Tree Status [¥ Enabled

Spanning Tree Type I RSTP VI
Priority (0-61440, in steps of 4096) |32?68

BPDU Flooding To VLAN ¥
Cisco Prestandard Status [~ Enabled
Advanced:

Path Cost Method [Cong 7]
Transmission Limit (1-10) B
When the Switch Becomes Root:

Hello Time (1-10) s
Maximum Age (6-40) e sec
Forward Delay (4-30) 15 Sec

Mote: 2 * (Hello Time + 1) <= Max Age <= 2 * (Forward Delay - 1)

Apply | Revert |
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Figure 130: Configuring Global Settings for STA (MSTP)

Spanning Tree > STA

Step: |1_ConﬁgureGIubaI w| Actiom: |Configure -]

Spanning Tree Status [ Enabled
Spanning Tree Type W

Priority (0-61440, in steps of 4096) W
BPDU Flooding [fovian =]
Cisco Prestandard Status [~ Enabled
Advanced:

Path Cost Method [Cong =]
Transmission Limit (1-10) F—
\When the Switch Becomes Root:

Hello Time (1-10)  sec
Maximum Age (6-40) IED— sec
Forward Delay (4-30) ﬁ sec
Mote: 2 * (Hello Time + 1) <= Max Age <= 2 * (Forward Delay - 1)

MSTP Configuration

Max Instance Numbers 64

Configuration Digest OxAC3E1TTFS0283CD4B23621D8AB26DES2
Region Revision (0-65535) 0

Region Name 00 EOOC 0000 FD

Max Hop Count (1-40) 20

Apply || Revert |

Displaying Global Settings for STA
Use the Spanning Tree > STA (Configure Global - Show Information) page to
display a summary of the current bridge STA information that applies to the entire
switch.

Parameters
The parameters displayed are described in the preceding section, except for the
following items:

®  Bridge ID — A unique identifier for this bridge, consisting of the bridge priority,
the MST Instance ID O for the Common Spanning Tree when spanning tree type
is set to MSTP, and MAC address (where the address is taken from the switch

system).

m  Designated Root — The priority and MAC address of the device in the Spanning
Tree that this switch has accepted as the root device.

®  Root Port — The number of the port on this switch that is closest to the root. This
switch communicates with the root device through this port. If there is no root
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port, then this switch has been accepted as the root device of the Spanning Tree

network.

B Root Path Cost — The path cost from the root port on this switch to the root

device.

m  Configuration Changes — The number of times the Spanning Tree has been

reconfigured.

®  Last Topology Change — Time since the Spanning Tree was last reconfigured.

Web Interface
To display global STA settings:

1. Click Spanning Tree, STA.
2. Select Configure Global from the Step list.
3. Select Show Information from the Action list.

Figure 131: Displaying Global Settings for STA

Spanning Tree > STA

Step: |1.Configure Global | Action: [Show information (v

Spanning Tree Information

Spanning Tree Status Enabled Spanning Tree Type
Designated Root 32768.0000E89382A0 Bridge 1D

Root Port 0 Max Age

Root Path Cost ] Hello Time
Configuration Changes 2 Forward Delay

Last Topology Change 0 days, 3 hours, 51 minutes, 11 seconds

RSTP
32768.0000E893824A0
20 sec

2 sec

15sec
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Configuring Interface Settings for STA

Use the Spanning Tree > STA (Configure Interface - Configure) page to configure
RSTP and MSTP attributes for specific interfaces, including port priority, path cost,
link type, and edge port. You may use a different priority or path cost for ports of
the same media type to indicate the preferred path, link type to indicate a point-to-
point connection or shared-media connection, and edge port to indicate if the
attached device can support fast forwarding. (References to “ports” in this section
means “interfaces,” which includes both ports and trunks.)

Parameters
These parameters are displayed:

Interface — Displays a list of ports or trunks.
Spanning Tree — Enables/disables STA on this interface. (Default: Enabled)

BPDU Flooding - Enables/disables the flooding of BPDUs to other ports when
global spanning tree is disabled or when spanning tree is disabled on a specific
port. When flooding is enabled, BPDUs are flooded to all other spanning-tree
disabled ports on the switch or to all other spanning-tree disabled ports within
the receiving port’s native VLAN, as specified by the Spanning Tree BPDU
Flooding attribute (page 178). (Default: Enabled)

Priority — Defines the priority used for this port in the Spanning Tree Protocol. If
the path cost for all ports on a switch are the same, the port with the highest
priority (i.e., lowest value) will be configured as an active link in the Spanning
Tree. This makes a port with higher priority less likely to be blocked if the
Spanning Tree Protocol is detecting network loops. Where more than one port
is assigned the highest priority, the port with lowest numeric identifier will be
enabled.

Default: 128
Range: 0-240, in steps of 16

Admin Path Cost — This parameter is used by the STA to determine the best path
between devices. Therefore, lower values should be assigned to ports attached
to faster media, and higher values assigned to ports with slower media. Note
that path cost takes precedence over port priority. (Range: O for auto-
configuration, 1-65535 for the short path cost method”, 1-200,000,000 for
the long path cost method)

By default, the system automatically detects the speed and duplex mode used
on each port, and configures the path cost according to the values shown
below. Path cost “0” is used to indicate auto-configuration mode. When the

7. Referto “Configuring Global Settings for STA” on page 177 for information on setting the
path cost method.The range displayed on the STA interface configuration page shows the
maximum value for path cost. However, note that the switch still enforces the rules for path
cost based on the specified path cost method (long or short).
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short path cost method is selected and the default path cost recommended by
the IEEE 8021w standard exceeds 65,535, the default is set to 65,535.

Table 11: Recommended STA Path Cost Range

Port Type IEEE 802.1D-1998 IEEE 802.1w-2001
Ethernet 50-600 200,000-20,000,000
Fast Ethernet 10-60 20,000-2,000,000
Gigabit Ethernet 3-10 2,000-200,000

10G Ethernet 1-5 200-20,000

Table 12: Default STA Path Costs

Port Type Short Path Cost Long Path Cost
(IEEE 802.1D-1998) (IEEE 802.11)

Ethernet 65,535 1,999,999

Fast Ethernet 65,535 199,999

Gigabit Ethernet 10,000 20,000

2.5 Gigabit Ethernet 4,000 8,000

10G Ethernet 1,000 2,000

25G Ethernet 400 800

40G Ethernet 500 1,000

100G Ethernet 100 200

Administrative path cost cannot be used to directly determine the root port on a
switch. Connections to other devices use IEEE 802.1Q-2005 to determine the
root port as in the following example.

Figure 132: Determining the Root Port

i2 i1

SW1 SW2 SW3

For BPDU messages received by i1 on SW3, the path cost is 0.
For BPDU messages received by i2 on SW3, the path cost is that of i1 on SW2.

The root path cost for il on SW3 used to compete for the role of root port is
0 + path cost of i1 on SW3; 0 since il is directly connected to the root bridge.

If the path cost of i1 on SW2 is never configured/changed, it is 70000.
Then the root path cost for i2 on SW3 used to compete for the role of root port
is 10000 + path cost of i2 on SW3.

The path cost of i1 on SW3 is also 10000 if not configured/changed.
Then even if the path cost of i2 on SW3 is configured/changed to 0, these ports
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will still have the same root path cost, and it will be impossible for i2 to become
the root port just by changing its path cost on SW3.

For RSTP mode, the root port can be determined simply by adjusting the path
cost of il on SW2. However, for MSTP mode, it is impossible to achieve this
only by changing the path cost because external path cost is not added in the
same region, and the regional root for il is SW1, but for i2 is SW2.

Admin Link Type — The link type attached to this interface.
Point-to-Point — A connection to exactly one other bridge.
Shared — A connection to two or more bridges.

Auto — The switch automatically determines if the interface is attached to a
point-to-point link or to shared media. (This is the default setting.)

Root Guard — STA allows a bridge with a lower bridge identifier (or same
identifier and lower MAC address) to take over as the root bridge at any time.
Root Guard can be used to ensure that the root bridge is not formed at a
suboptimal location. Root Guard should be enabled on any designated port
connected to low-speed bridges which could potentially overload a slower link
by taking over as the root port and forming a new spanning tree topology. It
could also be used to form a border around part of the network where the root
bridge is allowed. (Default: Disabled)

Admin Edge Port — Since end nodes cannot cause forwarding loops, they can
pass directly through to the spanning tree forwarding state. Specifying Edge
Ports provides quicker convergence for devices such as workstations or servers,
retains the current forwarding database to reduce the amount of frame
flooding required to rebuild address tables during reconfiguration events, does
not cause the spanning tree to initiate reconfiguration when the interface
changes state, and also overcomes other STA-related timeout problems.
However, remember that Edge Port should only be enabled for ports connected
to an end-node device. (Default: Auto)

Enabled — Manually configures a port as an Edge Port.
Disabled — Disables the Edge Port setting.

Auto — The port will be automatically configured as an edge port if the
edge delay time expires without receiving any RSTP or MSTP BPDUs. Note
that edge delay time (802.1D-2004 17.20.4) equals the protocol
migration time if a port's link type is point-to-point (which is 3 seconds as
defined in IEEE 802.3D-2004 17.20.4); otherwise it equals the spanning
tree’s maximum age for configuration messages (see maximum age under
“Configuring Global Settings for STA” on page 177).
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An inferface cannot function as an edge port under the following conditions:

If spanning tree mode is set o STP (page 177), edge-port mode cannot
automatically transition to operational edge-port state using the automatic
setting.

If loopback detection is enabled (page 175) and a loopback BPDU is
detected, the interface cannot function as an edge port until the loopback
state is released.

If an interface is in forwarding state and its role changes, the interface
cannot continue to function as an edge port even if the edge delay time has
expired.

If the port does not receive any BPDUs after the edge delay timer expires, its
role changes to designated port and it immediately enters forwarding state
(see “Displaying Interface Settings for STA” on page 188).

When edge port is set as auto, the operational state is determined
automatically by the Bridge Detection State Machine described in 802.1D-
2004, where the edge port state may change dynamically based on
environment changes (e.g., receiving a BPDU or not within the required
interval).

BPDU Guard — This feature protects edge ports from receiving BPDUs. It
prevents loops by shutting down an edge port when a BPDU is received instead
of putting it info the spanning tree discarding state. In a valid configuration,
configured edge ports should not receive BPDUs. If an edge port receives a
BPDU an invalid configuration exists, such as a connection to an unauthorized
device. The BPDU guard feature provides a secure response to invalid

configurations because an administrator must manually enable the port.
(Default: Disabled)

BPDU guard can only be configured on an interface if the edge port attribute is
not disabled (that is, if edge port is set to enabled or auto).

BPDU Guard Auto Recovery — Automatically re-enables an interface after the
specified interval. (Default: Disabled)

BPDU Guard Auto Recovery Interval — The time to wait before re-enabling an
interface. (Range: 30-86400 seconds; Default: 300 seconds)

BPDU Filter — BPDU filtering allows you to avoid transmitting BPDUs on
configured edge ports that are connected to end nodes. By default, STA sends
BPDUs to all ports regardless of whether administrative edge is enabled on a
port. BPDU filtering is configured on a per-port basis. (Default: Disabled)

BPDU filter can only be configured on an interface if the edge port aftribute is
not disabled (that is, if edge port is set to enabled or auto).

Migration — If at any time the switch detects STP BPDUs, including

Configuration or Topology Change Notification BPDUs, it will automatically set
the selected inferface to forced STP-compatible mode. However, you can also
use the Protocol Migration button to manually re-check the appropriate BPDU
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format (RSTP or STP-compatible) to send on the selected interfaces.
(Default: Disabled)

®m TC Propagate Stop — Stops the propagation of topology change notifications
(TCN for STP) and topology change messages (TC for RSTP/MSTP).
(Default: Disabled)

Web Interface
To configure interface settings for STA:

1. Click Spanning Tree, STA.

2. Select Configure Interface from the Step list.
3. Select Configure from the Action list.

4. Modify any of the required attributes.

5. Click Apply.

Figure 133: Configuring Interface Settings for STA

Spanning Tree = STA a
Step: |2 Configure Interface | Action:
Interface (@ Port () Trunk

Port List Total: 18 [ @

Enabled Enlgled | |0 v| EnEIecl |A"m v| EnEIIecI EnEIeﬂ Enabled
2 Engled Enlgled |128 | |0 | |A“w v| Englecl |A"m v| EnEIecl EnEIIecI EnEIeﬂ EnEIeﬂ EnE\ed
i Engled Enlgled |128 | |0 | |Aul7u v| Englecl |Auln v| EnEJIIecI EnEIecl EnEIeﬂ EnEIeﬂ EnE\ed
4 Engled Enlgled |128 | |0 | |Auln v| Englecl |A"m v| EnEJIIecI EnEIecl EnEIeﬂ EnEIeﬂ EnE\ed
5 Engled Enlgled |128 | |0 | |Auln v| Englecl |A"m v| EnEJIIecI EnEIecl EnEIeﬂ EnEIeﬂ EnE\ed

Displaying Interface Settings for STA

Use the Spanning Tree > STA (Configure Interface - Show Information) page to
display the current status of ports or trunks in the Spanning Tree.

Parameters
These parameters are displayed:

®  Spanning Tree — Shows if STA has been enabled on this interface.

®  BPDU Flooding — Shows if BPDUs will be flooded to other ports when spanning
tree is disabled globally on the switch or disabled on a specific port.
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STA Status — Displays current state of this port within the Spanning Tree:

Discarding - Port receives STA configuration messages, but does not
forward packets.

Learning - Port has transmitted configuration messages for an interval set by
the Forward Delay parameter without receiving contradictory information.
Port address table is cleared, and the port begins learning addresses.

Forwarding - Port forwards packets, and continues learning addresses.

The rules defining port status are:

A port on a network segment with no other STA compliant bridging device
is always forwarding.

If two ports of a switch are connected to the same segment and there is no
other STA device attached to this segment, the port with the smaller ID
forwards packets and the other is discarding.

All ports are discarding when the switch is booted, then some of them
change state to learning, and then to forwarding.

Forward Transitions — The number of times this port has transitioned from the
Learning state to the Forwarding state.

Designated Cost — The cost for a packet to travel from this port to the root in
the current Spanning Tree configuration. The slower the media, the higher the
cost.

Designated Bridge — The bridge priority and MAC address of the device
through which this port must communicate to reach the root of the Spanning
Tree.

Designated Port — The port priority and number of the port on the designated
bridging device through which this switch must communicate with the root of
the Spanning Tree.

Oper Path Cost — The contribution of this port to the path cost of paths towards
the spanning tree root which include this port.

Oper Link Type — The operational point-to-point status of the LAN segment
attached to this interface. This parameter is determined by manual
configuration or by auto-detection, as described for Admin Link Type in STA
Port Configuration on page 184.

Oper Edge Port — This parameter is initialized to the setting for Admin Edge Port
in STA Port Configuration on page 184 (i.e., true or false), but will be set to
false if a BPDU is received, indicating that another bridge is attached to this
port.
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Port Role — Roles are assigned according to whether the port is part of the
active topology, that is the best port connecting a non-root bridge to the root
bridge (i.e., root port), connecting a LAN through the bridge to the root bridge
(i.e., designated port), is the MSTI regional root (i.e., master port), or is an
alternate or backup port that may provide connectivity if other bridges, bridge
ports, or LANs fail or are removed. The role is set to disabled (i.e., disabled
port) if a port has no role within the spanning tree.

Figure 134: STA Port Roles

Alternate port receives more R: Root Port
useful BPDUs from another A: Alternate Port
bridge and is therefore not D: Designated Port
selected as the designated B: Backup Port
port. R R

A D B
x

Backup port receives more
useful BPDUs from the same
bridge and is therefore not
selected as the designated
port.

The criteria used for determining the port role is based on root bridge ID, root
path cost, designated bridge, designated port, port priority, and port number, in
that order and as applicable to the role under question.

Web Interface
To display interface settings for STA:

1. Click Spanning Tree, STA.
2. Select Configure Interface from the Step list.

3. Select Show Information from the Action list.
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Figure 135: Displaying Interface Settings for STA

Spanning Tree = STA q
Step: |2. Configure Interface v | Action: |Show Information s
Interface (@ Port () Trunk
Spanning Tree Port List Total: 18 [l
. . Point-to- =
1 Enabled Enabled | Discarding 0 i} 32768 BCEA1BOFCEFT 128.1 1000 Point Disabled Dizabled
) " Point-to- .
2 Enabled Enabled | Discarding o o 32768 8CEA1BOFCEFT 128.2 1000 Point Disabled |Disabled
. . Point-to- =
3 Enabled Enabled | Discarding o o 32768 8CEA1BOFCEFT 128.3 1000 Point Disabled |Disabled
. . Point-to- =
4 Enabled Enabled | Discarding o o 32768 8CEA1BOFCEFT 128.4 1000 Paint Disabled |Disabled
. . Point-to- =
3 Enabled Enabled  Discarding 0 o 32768 8CEA1BOFCEFT 128.5 1000 Point Disabled Disabled

Configuring Multiple Spanning Trees

Use the Spanning Tree > MSTP (Configure Global) page to create an MSTP
instance, or to add VLAN groups to an MSTP instance.

Command Usage

MSTP generates a unique spanning tree for each instance. This provides multiple
pathways across the network, thereby balancing the traffic load, preventing wide-
scale disruption when a bridge node in a single instance fails, and allowing for
faster convergence of a new topology for the failed instance.

By default all VLANs are assigned to the Internal Spanning Tree (MST Instance 0)
that connects all bridges and LANs within the MST region. This switch supports up
to 33 instances. You should try to group VLANs which cover the same general area
of your network. However, remember that you must configure all bridges within the
same MSTI Region (page 177) with the same set of instances, and the same
instance (on each bridge) with the same set of VLANs. Also, note that RSTP treats
each MSTI region as a single node, connecting all regions to the Common
Spanning Tree.

To use multiple spanning trees:
1. Set the spanning tree type to MSTP (page 177).

2. Enter the spanning tree priority for the selected MST instance on the Spanning
Tree > MSTP (Configure Global - Add) page.

3. Add the VLANSs that will share this MSTI on the Spanning Tree > MSTP
(Configure Global - Add Member) page.
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Note: All VLANs are automatically added to the IST (Instance 0).

To ensure that the MSTI maintains connectivity across the network, you must
configure a related set of bridges with the same MSTI settings.

Parameters
These parameters are displayed:

m  MST ID — Instance identifier to configure. (Range: 0-4094)

m  VLAN ID — VLAN to assign to this MST instance. (Range: 1-4094)

m  Priority — The priority of a spanning tree instance. (Range: 0-61440 in steps of
4096; Options: 0, 4096, 8192, 12288, 16384, 20480, 24576, 28672,

32768, 36864, 40960, 45056, 49152, 53248, 57344, 61440; Default:
32768)

Web Interface
To create instances for MSTP:

1. Click Spanning Tree, MSTP.

2. Select Configure Global from the Step list.

3. Select Add from the Action list.

4. Specify the MST instance identifier and the initial VLAN member. Additional
member can be added using the Spanning Tree > MSTP (Configure Global -
Add Member) page. If the priority is not specified, the default value 32768 is

used.

5. Click Apply.

Figure 136: Creating an MST Instance

Spanning Tree > MSTP

Step: I‘I.CcrrﬂgureGIobaI | Action: |Add hd

MST 1D (0-4094) ] 1
VLAN ID (1-4094) 1
Priority (0-61440, in steps of 4096)

Apply | Revert |
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To show the MSTP instances:

1. Click Spanning Tree, MSTP.

2. Select Configure Global from the Step list.
3. Select Show from the Action list.

Figure 137: Displaying MST Instances

Spanning Tree > MSTP ai

step: [1. Configure Global || Action: |Show -

MST List Total: 2

= 0

H| 1

_Deite | Revert |

To modify the priority for an MST instance:

1. Click Spanning Tree, MSTP.

2. Select Configure Global from the Step list.
3. Select Modify from the Action list.

4. Modify the priority for an MSTP Instance.
5. Click Apply.

Figure 138: Modifying the Priority for an MST Instance

Spanning Tree > MSTP gi

step: [1.Configure Global =| Action: |Modify -

MST Details List Total 2

0 P
1 1 wss =) __

To display global settings for MSTP:
1. Click Spanning Tree, MSTP.
2. Select Configure Global from t